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Abstract. In this paper we develop a methodology for simultaneous recovery of the real-world probability density and liquidity premia from observed S&P 500 index option prices. Assuming the existence of a numéraire portfolio for the US equity market, fair prices of derivatives under the benchmark approach can be obtained directly under the real-world measure. Under this modeling framework there exists a direct link between observed call option prices on the index and the real-world density for the underlying index. We use a novel method for estimation of option implied volatility surfaces of high quality, which enables the subsequent analysis. We show that the real-world density that we recover is consistent with the observed realized dynamics of the underlying index. This admits the identification of liquidity premia embedded in option price data. We identify and estimate two separate liquidity premia embedded in S&P 500 index options that are consistent with previous findings in the literature.

1. Introduction

We recover the probabilistic description of the underlying index from option data. For liquid options at short maturities our method recovers the real-world probability density of the index. We also recover, for far out-of-the-money and longer term options, information which leads to a liquidity premium with characteristics that can probably be explained by observed trading behaviour. The model that we use to model the underlying index is a generalized version of the Minimal Market Model (MMM), which is described in Platen and Rendek (2012a) and Rendek (2013). The model has interesting properties that appear to support empirically observed phenomena that go beyond the classical no-arbitrage theory. In our setting we have that when the index has a major drawdown, the volatility shows extreme spikes which translates into explosion type features. In Rendek (2013) it is through extensive statistical tests shown that the generalized MMM provides a reasonably accurate description of the statistical characteristics of broad market equity indices. In this paper we also show that the real-world density estimated from option implied MMM parameters, is able to predict the statistical characteristics of the underlying index. This means that we are not only able to recover forward looking information, but also connect to the historically observed evolving index and its estimated characteristics. This in turn lets us discover the liquidity premia embedded in index option prices.

The recovery of the real-world probability density from liquid option prices relies on high quality estimation of the option implied risk-neutral density. Being able to estimate option implied risk-neutral densities, which are both realistic and consistent with observed option prices, is a crucial component of the estimation methodology. The risk-neutral densities are estimated with a recently developed non-parametric method (Barkhagen...
and Blomvall, 2015), which has proven to produce densities that are realistic, consistent with market prices and stable over time. The method is, thus, able to adequately weigh these conflicting objectives which is very difficult to achieve. Using the results derived in Heath and Platen (2006) we can then directly recover the real-world probability density from the estimated risk-neutral densities. From the recovered real-world densities, the generalized MMM is then shown to be able to separate the liquidity premia from the densities, producing a more realistic estimate of the option implied real-world density of the underlying index level. The estimated liquidity premia are consistent with previous findings in the literature (Bollen and Whaley, 2004; Gărleanu et al., 2009).

The novelty of the paper is that we are able to recover the real-world dynamics of the underlying index together with extra characteristics of the options market. In particular, this means that less liquid option prices are more expensive than theoretical prices, and this effect can be explained by the liquidity premia. This means that the recovery theorem given in Ross (2015) only applies to liquid options. Thus our modeling framework explains potentially more than the related papers on recovery in the literature; see Carr and Yu (2012) and Waldén (2013). It allows us to recover the real-world probability density and liquidity premia in the case when the underlying is a well-diversified index.

The rest of the paper is organized as follows. In Section 2 we present the main results of the paper. The modeling framework of the paper and the MMM are then presented in Section 3. In Section 4 we demonstrate the different estimation techniques that we use and the paper is finally concluded in Section 5.

2. Main results

We will here present the main results of the paper. In the first part of this section we will illustrate empirically, through an example using observed S&P 500 index options for a particular date, that our method for recovery of the risk-neutral density (RND) from market prices produces estimates of high quality. Using the estimated RND we will then illustrate how this density can be transformed to the real-world density of the underlying index using the method described in Heath and Platen (2006). From the recovered real-world density the parameters of the generalized MMM, described in Platen and Rendek (2012a), are then estimated with a simulation based Maximum Likelihood method. In the second part of this section we will present the results of a time series study of estimated MMM parameters implied by S&P 500 index option prices, and present results that identify liquidity premia embedded in S&P 500 index options.

2.1. Empirical estimation under the risk-neutral measure. In order to be able to recover the real-world probability density function (PDF) from option prices, it is important to use an estimation method that is able to estimate realistic option implied volatility surfaces that are consistent with observed market prices. The estimation method, which we describe later on in detail, should, thus, be able to separate out the noise in market data in order to produce realistic surfaces. In Section 4.1 we present the non-parametric method that we use for the RND recovery from option prices. In order to illustrate the performance of the estimation method that we use, we will in this section present estimation results for a given set of observed option prices. We estimate the option implied RND from observed S&P 500 options end of day bid and ask quotes as of 3 October 2014. The description of the data set that we used for the estimation is included in the appendix. The recovery of the option implied real-world PDF from the estimated RND relies on the method described in Section 4.2. Since there exists a liquidity
premium for options with strikes that are much lower than the current index level (see e.g. Gärleanu et al., 2009), and for long maturities (see e.g. Platen, 2009), we have to be careful when backing out the real-world PDF from observed option prices. Thus, we only use a subset, \( \mathcal{L} \), of the observed options quotes, corresponding to liquid options close to at-the-money and close to maturity when backing out the RND. We have defined this subset as consisting of options with moneyness

\[ m = \frac{K}{S_0} \in [0.85, 1.15], \]

where \( S_0 \) is the current index level, \( K \) the strike price and the time-to-maturity \( \tau \in [0, 91] \) in calendar days.

Figures 1a and 1c show the estimated RND and implied volatility for the two nearest maturities as of 3 October 2014. The spot index level is 1967.90 and the time-to-maturities
for these implied curves are 13 and 48 calendar days, respectively. As we can see from the plots, our estimation method produces smooth RNDs, as well as smooth and realistic implied volatility curves, that are consistent with observed option prices. We will use the estimated RNDs in order to recover the real-world PDFs that are implied by observed option prices. It is thus important to be able to weigh the conflicting objectives of producing local volatility and implied volatility surfaces that are smooth and realistic, and also consistent with observed option prices. If the option implied RND were not smooth, then this would imply that the estimation in part explains the noise present in the option data. If the level of market consistency were too low, then the option implied RND would not represent an accurate description of the information embedded in option prices. In order to investigate the pricing errors in terms of implied volatilities for these two maturities we have included their plots in Figures 1b and 1d. In these plots, the blue and red bars represent the implied volatility errors for calls and puts, respectively. These figures also include the bid-ask spreads in terms of implied volatility for the different strikes with observed option prices for these two maturities. As we can see from the plots, the implied volatility errors are generally much smaller than the corresponding spreads, and there is no apparent significant systematic pricing error visible. The mean absolute implied volatility errors (MAE) for call options for the data set is 0.06%, whereas the same measure for the put options for this data set is 0.11%.

Figure 2a shows the estimated local volatility surface implied by the options in the set \( \mathcal{L} \) as of 3 October 2014, and Figure 2b shows the corresponding implied volatility surface, as will be explained later. Even though there is a large amount of noise contained in the observed option quotes, our estimation method is able to produce a smooth and plausible local volatility surface. Constructing a smooth and plausible local volatility surface that is consistent with observed market prices is a difficult problem when observed prices are noisy. The typical shape of estimated local volatility surfaces from the literature includes spikes and is highly irregular and non-smooth (see e.g. Andersen and Brotherton-Ratcliffe, 1997; Coleman et al., 1999). Being able to produce option implied surfaces of high quality is vital for the recovery of a plausible real-world PDF from option prices.

2.1.1. Recovery of the real-world density. From the estimated RNDs for different maturities, shown in the previous section, we can recover the real-world PDF with the method developed by Heath and Platen (2006). Under the assumption that a broad equity market index approximates the growth optimal portfolio, or numéraire portfolio (see Long, 1990), Heath and Platen (2006) show that there is a direct link between European call option prices written on the index and the real-world PDF. Note that there is no need to assume that the underlying index follows a local volatility function model, since we recover the unconditional, or marginal, densities from European call option prices. Furthermore, a result by Gyöngy (1986) ensures that there exists a projection of a multicomponent index model into a one-dimensional, scalar model. The real-world pricing of European call options to be presented in Section 3.2 will not rely on assuming a local volatility function model for the underlying index. Given the well-known link between call option prices and the RND (see Breeden and Litzenberger, 1978), the connection between the real-world PDF and the RND follows immediately when the index is assumed to be a good approximation of the numéraire portfolio. As in Heath and Platen (2006), we assume that the S&P 500 index is a good approximation of the numéraire portfolio for the US equity market, which allows us to recover the real-world PDF from observed prices of S&P 500 index options. These results will be derived in Section 4.2.
RECOVERING THE REAL-WORLD DENSITY AND LIQUIDITY PREMIA FROM OPTION DATA

Figure 2. Figure (a) shows the local volatility surface estimated from the S&P 500 index options end of day data as of 3 October 2014. Figure (b) shows the corresponding implied volatility surface, and the circles in the plot represent the mid-market implied volatilities for the options with observed bid and ask quotes.

Figure 3. Figure (a) shows the option implied risk-neutral density (red) with 30 days to maturity, compared with the corresponding real-world density (black) estimated from the S&P 500 index options end of day data as of 5 August 2011. Figure (b) shows the risk-neutral and real-world densities with 91 days to maturity for the same data set.

In Figures 3a and 3b we illustrate the recovery of the real-world PDF from the S&P 500 index option data set described in Section 2.1, corresponding to 30 and 91 days to maturity. As is apparent from the figures, the left tail for the recovered real-world PDF (black curve) exhibits a lesser degree of fat-tailedness, or leptokurtosis, than the corresponding RND (red curve). The absolute value of the negative skewness is also lower for the real-world PDF than for the RND.

2.2. Option implied parameters under the real-world measure. The generalized Minimal Market Model (MMM) will be used in this paper as a tool for identification and estimation of liquidity premia present in the S&P 500 index option market. The
generalized MMM has in Platen and Rendek (2012b) and Rendek (2013) been shown to be able to rather accurately capture the empirically observed characteristics of a broad market index. By estimating the parameters of the generalized MMM from option data, the model will then explain the information embedded in the option data which is consistent with observed behaviour of the underlying market. The model will, however, not be able to explain the information embedded in option prices which exists due to supply and demand effects in the option market. Thus, by comparing the difference between observed market prices and prices implied by the fitted MMM parameters we can get an estimate of the liquidity premia embedded in S&P 500 index options.

The generalized MMM, developed in Platen and Rendek (2012b), models the savings account discounted total return index $\bar{S}_t$ at time $t \geq 0$ given by

$$\bar{S}_t = \frac{\tilde{S}_t}{B_t},$$

where $\tilde{S}_t$ denotes the S&P 500 total return index and $B_t$ the US savings account. The long term average excess growth of the discounted index $\bar{S}_t$ is modeled by an exponential function $A_{\tau_t}$ expressed in market activity time $\tau_t$, which will be specified below, according to

$$A_{\tau_t} = Ae^{a\tau_t},$$

for $t \geq 0$, $a \geq 1$, $A > 0$. The discounted total return index is then in the generalized MMM defined by

$$\bar{S}_t = A_{\tau_t} Y_{\tau_t},$$

where $Y_{\tau_t}$ is the normalized index, which is evolving in the market activity time $\tau_t$.

Motivated by economic arguments given in Platen and Rendek (2012a) the normalized index level is well modeled by a square root process $Y = \{Y_{\tau_t}, \tau_t \geq 0\}$ of dimension four in $\tau$-time according to

$$dY_{\tau_t} = (1 - Y_{\tau_t}) \, d\tau_t + \sqrt{Y_{\tau_t}} \, d\tilde{W}_{\tau_t},$$

for $\tau_t \geq 0$, $Y_0 \geq 0$ and where $\tilde{W}_{\tau_t}$ denotes a Wiener process in $\tau$-time. The only parameter that enters equation (5) is the initial value $Y_0$. The market activity time $\tau_t$ is here modeled via the ordinary differential equation

$$\frac{d\tau_t}{dt} = M_t,$$

where $M_t$ is the adapted market activity, which will be (endogenously) specified below. The market activity is introduced in order to reflect human behaviour in economic activity and trading, which exaggerates the "normal" movements of volatility in market time in reaction to moves of the normalized index. It is well documented in the literature that trading activity increases when the market drops, whereas trading activity decreases when the index level increases (see e.g. Ané and Geman, 2000). This effect can be modeled by speeding up or slowing down, with respect to calendar time, the time scale under which the normalized index $Y_{\tau_t}$ evolves. This change in the market activity $M_t$ is conveniently modeled by introducing the market activity time $\tau_t$ which by equation (6) is defined as the integrated market activity.

From equation (5) we see that the variance of the square root process $Y$ is given by $1/Y_{\tau_t}$. As argued by Platen and Rendek (2012a), the market activity is therefore, similar
to the variance of \( Y \), modeled as the inverse of a square root process. Thus, the process

\[
X_t = \frac{1}{M_t}, \tag{7}
\]

which is the inverse of the market activity process \( M_t \), is modeled by a square root process of dimension four in \( t \)-time according to the stochastic differential equation (SDE)

\[
dX_t = (\gamma - \varepsilon X_t) \, dt + \sqrt{\gamma X_t} \, dW_t = \varepsilon \left( \frac{\gamma}{\varepsilon} - X_t \right) \, dt + \sqrt{\gamma X_t} \, dW_t, \tag{8}
\]

where \( t \geq 0, M_0 > 0, \gamma > 0, \varepsilon > 0 \) and where \( W_t \) denotes a Wiener process in \( t \)-time. From equation (8) we see that the speed of mean reversion for the inverse market activity is given by \( \varepsilon \), and that the mean reversion level is given by \( \frac{\gamma}{\varepsilon} \). The Wiener process \( \tilde{W}_\tau \), which models the non-diversifiable uncertainty driving \( Y_\tau \) in market activity time, is linked to the Wiener process \( W_t \) in \( t \)-time according to the SDE

\[
d\tilde{W}_\tau = \sqrt{\frac{d\tau}{dt}} \, dW_t = \sqrt{M_t} \, dW_t, \tag{9}
\]

for \( t \geq 0 \) and \( W_0 = 0 \). From (2)-(6) and (9) we conclude that the instantaneous MMM volatility for the index at time \( t \) is given by

\[
\sigma_t = \sqrt{\frac{M_t}{Y_t}} \tag{10}
\]

The proposed index model is a Markovian two-component model, driven by only one Wiener process \( W_t \). The two components are the normalized index \( Y_\tau \) and the inverse market activity \( X_t \). The three initial and three structural parameters of the model are: the parameter \( A \geq 0 \) for fitting the initial value of the average exponential growth part; the initial value \( M_0 > 0 \) of the market activity; the initial value \( Y_0 > 0 \) of the square root process; the long term average excess growth rate \( a \geq 1 \) of the discounted index; the speed of mean-reversion parameter \( \varepsilon > 0 \) for the inverse market activity and the scaling parameter \( \gamma > 0 \) in the diffusion coefficient of the SDE (8) for the inverse of the market activity.

When estimating the option implied MMM parameters we use historical data of the discounted total return index in order to estimate \( A, a \) and \( Y_0 \), using the method described in Platen and Rendek (2012a). The reason for estimating these parameters from historical data is that the estimates allow us to steer the optimization towards plausible values. The remaining three parameters, \( \varepsilon, \gamma \) and \( M_0 \), which are implied by the recovered real-world PDF, are then estimated using Simulated Maximum Likelihood (SML) to be described in Section 4.3. In order to extract option implied information for the MMM parameters for both short term and longer term maturities, we will use the recovered option implied PDF for 5, 30 and 91 days as input to the SML algorithm. The resulting optimization problem that we solve is non-convex with multiple local optima. We handle the multiple local optima in the time series study that we present in Section 2.3 by generating multiple starting values for the model parameters for the first estimation date, and choose the parameter set corresponding to the solution with the largest objective value as the solution for this date. An example of estimated parameter values is given in Table 1, which contains the parameter values for \( \varepsilon, \gamma \) and \( M_0 \) implied by S&P 500 index options data as of 3 October 2014.
Table 1. MMM parameter values estimated from S&P 500 option data as of 3 October 2014. The parameter values for \( A, \alpha \) and \( Y_0 \) are estimated from historical data of the discounted total return index from January 1988 to October 2014.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \epsilon )</th>
<th>( \gamma )</th>
<th>( M_0 )</th>
<th>( \omega )</th>
<th>( a )</th>
<th>( Y_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
<td>62.1</td>
<td>6213</td>
<td>0.0344</td>
<td>1732</td>
<td>1.44</td>
<td>1.14</td>
</tr>
</tbody>
</table>

These parameter values were then used to simulate values for the total return index level in order to price derivatives on the S&P 500 index under the benchmark approach, as will be described in Section 3.2. Figures 4a and 4b show the market implied volatilities compared to the MMM implied volatilities for maturity dates which lie 91 days and one year into the future, respectively. Figure 4a also includes the real-world density implied by market prices and the corresponding MMM density. From these plots we observe that option prices implied by the fitted MMM parameters are lower than the observed market prices for strikes that are far away from the current index level. This price discrepancy in the tails can be explained by a liquidity premium that stems from excess demand for especially out-of-the-money put options (see e.g. Gârleanu et al., 2009). Institutions use out-of-the-money index puts in order to hedge their equity portfolios and this creates excess demand, which drives the price up for these options. In Platen (2009), it is shown that the price of a long term European put option under the risk-neutral measure is higher than the fair put option price obtained under the benchmark approach. Inspecting Figure 4b, which shows the implied volatility curves for options with one year to maturity, we see that the market prices are consistently higher than the prices implied by the MMM parameters. This is an indication that the option implied MMM parameters can be used in order to identify the term premium included in the market prices of options with longer maturities.
2.3. Time series of option implied parameters. In this section we present the time series of the option implied MMM parameters, estimated from the PDFs that are implied by historical closing prices of S&P 500 index options over the period 3 January 2011 to 7 October 2014. This means that we are estimating the implied parameters over 947 historical trading days. The parameters $A$, $a$ and $Y_0$ have for each date been estimated from time series data of the discounted total return index, and hence we are solving the estimation problem for the following three model parameters: $\{\epsilon, \gamma, M_0\}$. We start, for the first date in the time series, estimating the option implied MMM parameters for 20 randomly chosen starting values for the model parameters. We then choose the set of parameters corresponding to the solution with the largest objective value as the solution for the first date. For all the following dates in the time series we then use the parameters from the previous day as starting values in the estimation.

Before we present the estimation results we will first motivate how we redefine the parameter set in order to get a more stable optimization problem when backing out the option implied MMM parameters. In Platen and Rendek (2012a) it has been shown that the long term average value of the squared instantaneous volatility is approximately given by

$$\sigma^2_{\infty} \approx 4 \frac{\epsilon}{\gamma}, \quad (11)$$

which signals $\epsilon/\gamma$ as being a crucial parameter. Indeed, we realized when estimating the option implied MMM parameters with SML, the optimization attempts to match the volatility for the shortest maturity by adjusting the parameter $M_0$, and simultaneously aims at matching the 91 day volatility by changing the parameter $\epsilon$ and the ratio $\epsilon/\gamma$. For this reason we redefined the parameter set that we estimate with the SML algorithm from $\{\epsilon, \gamma, M_0\}$ to $\{\epsilon, \epsilon/\gamma, M_0\}$. This leads to an optimization problem with better properties than the original optimization problem.

When running a preliminary time series estimation of the MMM parameters, using the original parameter set, we observed that the optimization terminated at estimates for $\gamma$ that either lay in the interval (50, 10^3), or in an interval with much higher values, (10^3, 10^4). From Table 1 the latter result is most likely the on average realistic one. Nevertheless, when generating the 20 randomly chosen starting values, we generated 10 random values in each of the two intervals. These starting values were then expressed as starting values for $\{\epsilon, \epsilon/\gamma, M_0\}$, and we then chose the parameters corresponding to the solution with the largest objective value as the solution for the first date. Since the optimization problem is non-convex with multiple local optima, and we use the solution from the previous day as starting value for the estimation, there is a risk that the estimation ”gets stuck” at a local optimum that is close to the solution from the previous period. From the time series plot for the estimate of $\gamma$ in Figure 5d, however, we see that the solution can jump to values that lie far from the solution of the previous day.

From Figures 5c and 5d we see that both $\epsilon$ and $\gamma$ are situated in intervals with either lower or higher values. $\epsilon$, which determines how fast the inverse of the market activity reverts to its mean reversion level, is either situated in the interval (10, 20) or in the interval (60, 80). Judging from Figure 5c it seems that $\epsilon$ exhibits a regime shifting behaviour. Comparing Figures 5b and 5c we see that $\epsilon$ jumps to the lower level when there is a sharp increase in the market activity, and that $\epsilon$ reverts to the higher interval when the market activity returns to more normal levels. The following simultaneous behaviour can be observed by inspection of Figures 5c, 5d, 6a and 6b. When the instantaneous volatility
increases sharply in Figure 6a, the value of $\gamma$ in Figure 5d decreases in order to increase the value of the long term average value of the volatility, $\sigma_\infty$ shown in Figure 6b, and simultaneously the speed of mean reversion, $\epsilon$, decreases in Figure 5c in order to be able to match the implied volatility level corresponding to 91 days to maturity.

As we will see later on, the instantaneous local volatility is a by-product of the estimated option implied volatility surface. In Figure 6a, the instantaneous local volatility $\sigma_{LV}(t, S_t)$, as defined below, is plotted together with the instantaneous MMM volatility. From the plot we see that the MMM volatility largely follows the instantaneous local volatility. Derman and Kani (1998) showed that under classical no-arbitrage assumptions for local volatility models the squared local volatility is the following expected value under the formally applied risk-neutral measure $Q$

$$\sigma^2_{LV}(t, K) = \lim_{T \to t} E^Q [\tilde{\sigma}^2_T | \mathcal{F}_t, S_T = K] = \tilde{\sigma}^2_t,$$

where $\tilde{\sigma}_t$ is the instantaneous stochastic volatility for the index and $\mathcal{F}_t$ denotes the information available at time $t$. As shown in Platen and Heath (2006), for short terms to maturity the benchmark approach gives similar prices as the formally applied risk-neutral
approach. Therefore, Figure 6a seems to indicate that also more generally we have that the instantaneous local volatility and the stochastic volatility coincide, i.e.

\[ \sigma_{LV}(t, S_t) = \tilde{\sigma}_t. \] (13)

2.4. Option implied PDFs. Before we turn to the issue of modeling and measuring the liquidity spreads embedded in option prices, we will shortly analyze whether the time series of estimated MMM parameters are able to explain the realized characteristics of the underlying index over the time period. For each date, \( t \), in the time series we use simulation, based on the estimated MMM parameters, in order to estimate the kernel density \( \hat{f}_t \) for the index level two days forward using the method to be described in Section 4.3. Given that the kernel density is the true density for the index, we have that the cumulative distribution function (CDF) of the kernel density evaluated at the actual outcomes for the index level is uniformly distributed. We let \( \hat{F}_t \) denote the two day CDF that corresponds to the kernel density \( \hat{f}_t \). In order to test if the estimated CDFs can explain the movements of the underlying index, we then create the time series of CDF values evaluated at the actual outcomes for the index, \( S_{t+2} \), two days after the CDF was estimated. Thus, we have that the realized CDF values are given by

\[ \hat{F}_t(S_{t+2}) = \int_0^{S_{t+2}} \hat{f}_t(x)dx. \] (14)

Since we want to avoid to introduce dependence between the empirically evaluated CDF values, we evaluate the two day CDFs every second day in the sample. This means that the sample size for the evaluation decreases from 947 to 473. If the estimated CDFs would represent the actual distribution of the underlying index we would have that

\[ \hat{F}_t(S_{t+2}) \sim U(0, 1). \] (15)
Using the inverse transform method we can then transform these uniformly distributed variables to $N(0, 1)$ variables according to

$$\Phi^{-1}(\hat{F}_t(S_{t+2})) \sim N(0, 1),$$

where $\Phi$ is the CDF for a $N(0, 1)$ distributed random variable. Hence, if the estimated MMM parameters implied CDFs, $\hat{F}_t$, are such that the empirically evaluated inverse CDFs in equation (16) over the estimation period are approximately $N(0, 1)$ distributed, then we cannot reject the hypothesis that the option implied parameter values describe the actual characteristics of the underlying index.

We have also performed the same analysis directly, using the real-world PDFs implied by the observed option prices over the estimation period. The Q-Q plots of the transformed realized CDF values implied by the MMM kernel densities and the market implied real-world PDFs are given in Figures 7a and 7b. In order to be able to draw conclusions from the plots in Figures 7a and 7b we show also a Q-Q plot of the standardized returns of the index in Figure 8. Comparing the Q-Q plots in Figures 7a and 7b with the Q-Q plot of the standardized returns in Figure 8, we draw the conclusion that the market implied real-world density, and especially the real-world density implied by the calibrated MMM parameters, are able to predict quite well the realized characteristics of the underlying S&P 500 index. From Figure 8 we observe the well-known characteristic that the standardized realized index returns over the period exhibit much fatter tails than the normal distribution. From the Q-Q plot in Figure 7b we draw the conclusion that the market implied real-world density can explain the fat tails in the realized return data, but the plot also indicates that the market implied density predicts fatter tails than what is realized by the index. In the next subsection we will argue that this is consistent with the existence of a liquidity premium embedded in index options with strikes far from the current index level (see e.g. Gärleanu et al., 2009). Inspecting the Q-Q plot in Figure 7a we conclude that also the MMM implied PDF has the ability to explain the fat tails in the realized returns. Since the MMM has been shown to be able to accurately describe the
Figure 8. Q-Q plot of the standardized returns of the S&P 500 index over the period 3 January 2011 to 7 October 2014.

Table 2. $p$-values and outcomes for the three statistical tests for the empirically evaluated inverse MMM CDFs in equation (16) over the period 3 January 2011 to 7 October 2014.

<table>
<thead>
<tr>
<th>Test</th>
<th>Jarque-Bera</th>
<th>Kolmogorov-Smirnov</th>
<th>Lilliefors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$-value</td>
<td>0.137</td>
<td>0.659</td>
<td>0.239</td>
</tr>
<tr>
<td>Null hypothesis</td>
<td>not rejected</td>
<td>not rejected</td>
<td>not rejected</td>
</tr>
</tbody>
</table>

characteristics of broad equity indices, the estimated MMM parameters do, however, not seem to include the liquidity premium in the tails which is present in the option implied densities (see Figure 7b). From Figure 7a we see that the MMM PDF has removed the liquidity premia in the tails of the PDF, and visually seems to be very well able to predict the realized statistical characteristics of the index. Since the transformed realized CDF values implied by the MMM approximately lie on a straight line, we draw the conclusion that the MMM PDF can explain the shape of the realized return distribution. However, since the slope of the line is less than one, the volatility implied from the options by the MMM density is larger than what is realized by the index.

We have also used three different statistical tests in order to test the null hypothesis that the empirically evaluated inverse MMM CDFs in equation (16) come from a normal distribution, against the alternative that they do not come from such a distribution. The three statistical tests that we use are Jarque-Bera (Jarque and Bera, 1981), Kolmogorov-Smirnov (see e.g. Stephens, 1974) and Lilliefors (Lilliefors, 1967). The significance level for all three tests was 5%, meaning that the probability of falsely rejecting the null hypothesis when it is true is 5%. Since the standard deviation of the transformed realized CDF values is less than one, we have used the values divided by the standard deviation as input to the Kolmogorov-Smirnov test. The $p$-values and the outcomes of the three statistical tests are given in Table 2. From the table we see that the null hypothesis that the empirically evaluated inverse MMM CDFs come from a normal distribution cannot be rejected at the 5% level. Given our analysis we conclude that the MMM seems to exhibit properties which lets us both recover the real-world PDF and liquidity premia from observed S&P 500 index options.
2.5. Discovering the liquidity premium in option prices. As is apparent from the PDF and implied volatility graphs in Figure 4, there seems to be a discrepancy between the implied volatilities given by the MMM and the market via the option prices, respectively. The MMM implied volatility appears to be lower than what is quoted in the market, which means that the option prices in the market are higher than or equal to those obtained from the calibrated MMM. When studying the time series of the spread between the MMM and market implied volatility, it is revealed that the market prices of options with longer maturities are higher than the corresponding MMM prices. When studying the time series of implied volatility spreads we also identify a positive spread for options with low strike prices, i.e. for OTM puts. This is consistent with the recent study by Gărleanu et al. (2009), where the authors identify a demand based premium for quoted market prices of S&P 500 options, and especially for OTM puts. It is well documented that there is excess demand for OTM puts, which are used by institutions to hedge US equity portfolios. It seems that this excess demand translates into higher prices for those options. The spread can additionally be explained by the fact that liquidity is lower for longer term options and options with strikes far from the current index level. Hence the difference in the prices of options implied by the MMM and quoted in the market can in part be explained by what we call here for simplicity a liquidity spread.

In order to model and estimate the liquidity spread in implied volatilities we first create the time series of spreads between the MMM and market implied volatilities for points on a non-uniform moneyness and time-to-maturity grid that lie in the intervals given in Table 3. For each time-to-maturity we use 15 evenly distributed grid points between the limits of the intervals. We thus have 60 grid points with different time-to-maturity and moneyness, \( \{\tau_i, m_i\}_{i=1}^{60} \), where \( \tau_i \) is the time-to-maturity for grid point \( i \) and \( m_i \) is the corresponding moneyness. The observed spreads in implied volatilities on 3 October 2014, are illustrated in Figure 9. This illustration of the spreads is typical for the observed spreads for most days in the full sample. In order to be able to mimic the shape in the figure we propose the following parametric model for the liquidity spread in implied volatilities

\[
Y_{t,i} = \alpha_0 + \alpha_1 \tau_i + e^{a\tau_i} \alpha_2 (m_i - 1)^2 \mathbb{I}_{\{m_i \leq 1\}} + e^{b\tau_i} \alpha_3 (m_i - 1)^2 \mathbb{I}_{\{m_i > 1\}} + \epsilon_{t,i},
\]

where \( \mathbb{I}\{\cdot\} \) is the indicator function, \( Y_{t,i} \) is the at time \( t \) observed spread for grid point \( i \) and \( \epsilon_{t,i} \) is an error term. The parameter \( \alpha_1 \), thus, provides a measure of the term liquidity premium, whereas the parameters \( \alpha_2 \) and \( \alpha_3 \) measure the liquidity premia in the left and right tail, respectively. We use a quadratic function to model the liquidity spread in the tails motivated by the shape of the observed spreads illustrated in Figure 9. In order to facilitate a decreasing curvature for the tail spread for longer maturities we have included the exponential terms \( e^{a\tau_i} \) and \( e^{b\tau_i} \). The model for the liquidity spread also includes the constant \( \alpha_0 \).

2.5.1. Estimation results. For each date \( t \) in the data set, we fit the parametric model (17) to the observed spreads \( \{Y_{t,i}\}_{i=1}^{60} \) with linear least squares, where \( \sum_{i=1}^{60} \epsilon_{t,i}^2 \) is minimized. For convenience we have used \( a = -\ln(2) \) and \( b = -\ln(2) \) in equation (17) when estimating
the parameters $\alpha_0, \alpha_1, \alpha_2$ and $\alpha_3$. In this way we obtain four time series of parameter estimates \{\hat{\alpha}_0(t), \hat{\alpha}_1(t), \hat{\alpha}_2(t), \hat{\alpha}_3(t)\} over the period from 3 January 2011 to 7 October 2014. For the short period during 2011, when the estimated values for $\epsilon$ and $\gamma$ lay in the lower interval, the spreads in implied volatilities were small and for some dates even negative. For all other dates in the estimation period, the market implied volatilities for low strikes and for longer maturities were consistently higher than the corresponding MMM implied volatilities. In order to estimate the properties of $\hat{\alpha}_i(t)$ we use Wilcoxon signed-rank test for each time series. Under the null hypothesis that the observations \{\hat{\alpha}_i(t)\} come from a continuous symmetric distribution, the procedure provides us with parameter estimates as well as confidence intervals for the parameter estimates. The estimated parameter values together with the 95% confidence intervals are given in Table 4. The table also contains the $p$-values from Wilcoxon signed-rank test for each of the parameters. From the $p$-values we conclude that the null hypothesis cannot be rejected at the 5% level for $\alpha_0, \alpha_1$ and $\alpha_3$. For $\alpha_2$ however, the null hypothesis is rejected at the 5% level. For this reason we have not included a confidence interval for $\alpha_2$ in Table 4. Inspecting the histogram of the parameter estimates \{\hat{\alpha}_2(t)\} in Figure 10, we observe that the values are not symmetrically distributed around the median. The procedure should however provide us with a reasonable estimate of $\alpha_2$ since most of the observations are centered around the estimated value 1.65.

As we can see from the parameter estimates in Table 4, where $\alpha_2 > \alpha_3$, the liquidity spread in the left tail is much more pronounced than for the right tail, where the estimated spread is even slightly negative. From Table 4 we also see that the term spread parameter implies a liquidity spread for one year ATM options of $\alpha_0 + \alpha_1 = 2.61\%$. Figures 11a and 11b illustrate the estimated liquidity spreads for maturity dates which are 91 days and one year into the future, respectively. As is apparent from the figures we have estimated
Figure 10. Histogram of the estimates $\{\hat{\alpha}_2(t)\}$ of the parameter $\alpha_2$ in the parametric model (17) over the period 3 January 2011 to 7 October 2014.

Table 4. Parameter estimates for the parametric model (17) for the full sample.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\alpha_0$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\alpha_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
<td>-0.0047</td>
<td>0.0308</td>
<td>1.65</td>
<td>-0.352</td>
</tr>
<tr>
<td></td>
<td>(-0.0052, -0.0042)</td>
<td>(0.0295, 0.0321)</td>
<td>(-)</td>
<td>(-0.373, -0.331)</td>
</tr>
<tr>
<td>p-value</td>
<td>0.842</td>
<td>0.818</td>
<td>0.032</td>
<td>0.338</td>
</tr>
</tbody>
</table>

a substantial liquidity spread for options with low strikes, i.e. for OTM puts that are typically in high demand. The discovered liquidity premia are consistent with what has earlier been found in the literature (see e.g. Bollen and Whaley, 2004; Gărleanu et al., 2009). From Figure 11b we also see that we have discovered a term spread for ATM options. This observation is consistent with the findings in Platen (2009).

3. General modeling framework

In this section we will describe the general modeling framework that we use in order to simultaneously recover the real-world density and liquidity premia from option data. We will first show how to price derivatives using the real-world probability measure under the benchmark approach. The real-world pricing formula relies on the existence of a strictly positive numéraire portfolio that when used as benchmark makes all benchmarked nonnegative portfolios supermartingales. The critical assumption of the paper is that the numéraire portfolio can be approximated by a well-diversified portfolio, e.g. the S&P 500 total return index when the investment universe represents the US equity market. In Platen (2005) it is shown that diversified portfolios can be used as an approximation of the numéraire portfolio, which justifies the use of diversified equity indices as proxies for the numéraire portfolio in derivative pricing. The benchmark approach has recently been applied in the literature to real-world pricing of currency derivatives using a 3/2 stochastic volatility model (see Baldeaux et al., 2015). We formulate below the notion of strong arbitrage which is ruled out by the modeling framework that we present. This arbitrage definition is similar to the arbitrage formulation given in Loewenstein and Willard (2000). In the second part of this section we will summarize some properties of the generalized
Figure 11. The liquidity spreads in implied volatilities fitted by the parametric model (17) over the period 3 January 2011 to 7 October 2014. Figure (a) shows the spread in implied volatilities for options with 91 days to maturity and Figure (b) shows the corresponding plot for options with 1 year to maturity.

MMM that we use as a tool in order to estimate the above documented liquidity premia embedded in equity index option prices.

3.1. Real-world pricing under the benchmark approach. The summary of the benchmark approach that we present here is based on results presented in Platen (2009) and Platen (2011). We let \( \tilde{S}_t \) denote the S&P 500 total return index, which is according to Platen and Heath (2006) an approximation for the numéraire portfolio for the US equity market. Thus, since we assume a deterministic instantaneous dividend yield \( \{ \delta_t \}_{t \geq 0} \), we have that the S&P 500 price index is given by

\[
S_t = e^{-\int_0^t \delta_s \, ds} \tilde{S}_t.
\]  
(18)

Assuming a deterministic instantaneous interest rate, \( \{ r_t \}_{t \geq 0} \), we denote by

\[
B_t = e^{\int_0^t r_s \, ds},
\]  
(19)

the value of the savings account at time \( t \).

We let \( P^h_t \) denote the portfolio value at time \( t \) of an arbitrary self-financing portfolio, where \( h \) represents the predictable vector of fractions invested in the primary security accounts. Furthermore, \( V^+ \) denotes the set of all strictly positive, finite, and self-financing portfolios with initial capital \( x > 0 \). We use the following definition, formulated in Platen (2011), for the numéraire portfolio.

**Definition 3.1.** For a given \( x > 0 \), a strictly positive, finite, self-financing portfolio \( P^h_t \in V^+ \) is called a numéraire portfolio if all non-negative portfolios \( P^h_t \), when denominated in units of \( P^h_t \), are supermartingales.

The supermartingale property yields the uniqueness of the value process of the numéraire portfolio (see Platen, 2011). When we price derivatives under the benchmark approach we choose the numéraire portfolio as numéraire or benchmark. We let \( \hat{P}^h_t \) denote the
benchmarked value of the portfolio $P_t^h$ and hence we have that
\begin{equation}
\hat{P}_t^h = \frac{P_t^h}{P_t^{h^*}}.
\end{equation}

From Definition 3.1 we have that the benchmarked value $\hat{P}_t^h$ of any non-negative portfolio $P_t^h$ satisfies the supermartingale property
\begin{equation}
\hat{P}_t^h \geq \mathbb{E}^P (\hat{P}_s^h | F_t),
\end{equation}
for all $0 \leq t \leq s \leq \infty$. Note that we denote by $\mathbb{P}$ the real-world probability and by $\mathbb{E}^P$ the real-world expectation. For the case where we have equality in relation (21) the benchmarked portfolio price forms a martingale, in which case we call the price fair. There can be many supermartingales that approach the same future random value. The martingale that matches the future random value is the minimal possible supermartingale. This leads to the following Law of the Minimal Price given in Platen (2009).

**Theorem 3.1.** (Law of the Minimal Price) If a fair portfolio replicates a given non-negative pay-off at a bounded stopping time, then this portfolio represents the minimal replicating portfolio among all non-negative portfolios that replicate this pay-off.

Since there may exist self-financing portfolios in a benchmark setting that are not fair, the classical Law of one Price does not hold in general. For a given hedgeable pay-off the corresponding fair hedge portfolio represents the least expensive hedge portfolio.

We now turn to the problem of pricing a particular pay-off. We let $H_T$ denote a contingent claim that delivers a non-negative pay-off at maturity $T$. The benchmarked pay-off
\begin{equation}
\hat{H}_T = \frac{H_T}{P_T^{h^*}},
\end{equation}
is assumed to have finite expectation,
\begin{equation}
\mathbb{E}^P (\hat{H}_T | F_0) < \infty.
\end{equation}
As formulated in Platen (2011), the fair price of the contingent claim $H_T$ is by the Law of the Minimal Price given by the real-world pricing formula:

**Corollary 3.1.** If for a contingent claim $H_T$, there exists a fair self-financing portfolio $P_t^{h^*}$ that replicates this claim at maturity $T$ such that $H_T = P_T^{h^*}$, then its minimal replicating price at time $t \in [0, T]$ is given by the real-world pricing formula
\begin{equation}
P_t^{h^*} = P_t^{h^*} \mathbb{E}^P \left( \frac{H_T}{P_T^{h^*}} \bigg| F_t \right).
\end{equation}

We will now illustrate that risk-neutral pricing is a special case of real-world pricing. For simplicity, we will illustrate the connection between risk-neutral and real-world pricing for $t = 0$. By introducing the process $\Lambda = \{\Lambda_t, t \geq 0\}$ for the normalized benchmarked savings account,
\begin{equation}
\Lambda_t = \frac{\hat{B}_t}{B_0} = \frac{B_t/P_t^{h^*}}{B_0/P_0^{h^*}},
\end{equation}
we can, since $B_0 = 1$ and $\Lambda_0 = 1$, express the real-world pricing formula as

$$P_{0h}^H = \mathbb{E}^P \left( \Lambda_T \frac{H_T}{B_T} \bigg| \mathcal{F}_0 \right).$$

(26)

In our market, we identify $\Lambda_t$ as the Radon-Nikodym derivative process for the formally obtained risk-neutral measure (see Platen and Heath, 2006) and we have that

$$\mathbb{E}^P \left( \Lambda_T \bigg| \mathcal{F}_0 \right) \leq \Lambda_0 = 1,$$

(27)

since $\Lambda$ is a supermartingale. $\Lambda$ can be interpreted as the nonnegative local martingale that would determine the respective risk-neutral measure if such an equivalent measure would exist. The formally taken risk-neutral price $\tilde{P}_{0h}^H$ of the contingent claim is given by (see e.g. Björk, 2011)

$$\tilde{P}_{0h}^H = \frac{\mathbb{E}^P \left( \Lambda_T \frac{H_T}{B_T} \bigg| \mathcal{F}_0 \right)}{\mathbb{E}^P \left( \Lambda_T \bigg| \mathcal{F}_0 \right)},$$

(28)

and since $\Lambda$ is a supermartingale we have that,

$$P_{0h}^H \leq \tilde{P}_{0h}^H.$$

(29)

The conclusion is that only if the Radon-Nikodym derivative $\Lambda$ is a martingale, then the real-world price and the risk-neutral price are guaranteed to be equivalent. Otherwise, the real-world price is lower than or equal to the risk-neutral price. Platen (2009) argues, through an empirical example for the S&P 500 total return index, that the typical path of a normalized benchmarked savings account seems highly unlikely to be the realization of a martingale, and rather resembles the trajectory of a strict supermartingale. The conclusion from this is that the risk-neutral prices of derivatives can be substantially higher than the corresponding real-world prices, for longer term contracts. Since the market standard is to use risk-neutral pricing in order to price derivatives, the benchmark framework enables the identification of the term premium embedded in index option prices.

Under the benchmark approach, the notion of arbitrage opportunities will be different from the classical risk-neutral approach. Platen (2011) argues that the economically meaningful form of arbitrage opportunities that must be excluded by a model is so called strong arbitrage. Strong arbitrage arises when a market participant can generate with a nonnegative portfolio strictly positive wealth from zero initial capital. The definition of strong arbitrage, motivated by the supermartingale property of benchmarked prices, was introduced in Platen (2002) and is given below:

**Definition 3.2.** A nonnegative portfolio $P^h$ is a strong arbitrage if it starts with zero initial capital, that is $P^h_0 = 0$, and generates strictly positive wealth with strictly positive probability at a later time $t \in (0, \infty)$, that is, $\mathbb{P}(P^h_t > 0) > 0$.

A similar definition of arbitrage was formulated also in Loewenstein and Willard (2000) based on economic reasoning. As argued by Platen (2011), weaker forms of classical arbitrage may still exist, but this does, however, not harm the economic viability of the market model. By exploiting the supermartingale property of benchmarked prices it is shown in Platen (2011) that there does not exist any nonnegative portfolio that is a strong arbitrage under the given benchmark framework.
3.2. Pricing of S&P 500 index derivatives under the benchmark approach. In our approximate setting, where the S&P 500 total return index $\tilde{S}_T = S_T e^{\int_0^T \delta_s ds}$ is assumed to approximate the numéraire portfolio for the US equity market, we will now give the expressions for fair prices of European call and put options, futures and zero coupon bonds under the benchmark approach. The real-world price of a European call option, $C(K, T)$, with strike price $K$ and maturity $T$, written on the S&P 500 index, is given by

$$C(K, T) = \tilde{S}_t \mathbb{E}^\mathbb{P} \left( \left( \frac{S_T - K}{S_T} \right)^+ \bigg| \mathcal{F}_t \right) = \tilde{S}_t \mathbb{E}^\mathbb{P} \left( \left( e^{-\int_t^T \delta_s ds} - \frac{K}{S_T} \right)^+ \bigg| \mathcal{F}_t \right).$$

Similarly, the real-world price of the put option, $P(K, T)$, with the same strike and maturity is given by

$$P(K, T) = \tilde{S}_t \mathbb{E}^\mathbb{P} \left( \left( \frac{K - S_T}{S_T} \right)^+ \bigg| \mathcal{F}_t \right) = \tilde{S}_t \mathbb{E}^\mathbb{P} \left( \left( \frac{K}{S_T} - e^{-\int_t^T \delta_s ds} \right)^+ \bigg| \mathcal{F}_t \right).$$

The fair futures price is given by solving for the futures price $F_{t,T}$ in the equation

$$\tilde{S}_t \mathbb{E}^\mathbb{P} \left( \frac{S_T - F_{t,T} \tilde{S}_T}{S_T} \bigg| \mathcal{F}_t \right) = 0,$n

and thus the fair futures price is for a deterministic dividend rate given by

$$F_{t,T} = \frac{\mathbb{E}^\mathbb{P} \left( S_T | \mathcal{F}_t \right)}{\mathbb{E}^\mathbb{P} \left( S_T^{-1} \bigg| \mathcal{F}_t \right)} = \frac{1}{\mathbb{E}^\mathbb{P} \left( 1 | S_T \bigg| \mathcal{F}_t \right)}.$n

The benchmarked fair price of a zero coupon bond, $P_{t,T}$, is given by the conditional expectation of the benchmarked value of a contract that pays out one monetary unit at maturity, i.e. $H_T = 1$. Thus, we have

$$P_{t,T} = \tilde{S}_t \mathbb{E}^\mathbb{P} \left( \frac{1}{S_T} \bigg| \mathcal{F}_t \right).$$

Using the payout function $H_T = 1$ in equation (28), and assuming evaluation at time 0, we arrive after some calculation at the following expression for the fair price of a zero coupon bond

$$P_{0,T} = \frac{1}{B_T} \mathbb{E}^\mathbb{P} \left( \Lambda_T | \mathcal{F}_0 \right),$$

where we identify

$$\tilde{P}_{0,T} = \frac{1}{B_T}$$

as the formally taken risk-neutral price of a zero coupon bond. Since $\mathbb{E}^\mathbb{P} \left( \Lambda_T | \mathcal{F}_0 \right) \leq 1$ this means that

$$P_{0,T} \leq \tilde{P}_{0,T},$$

and hence we have that the fair zero coupon bond price is smaller than or equal to the corresponding risk-neutral price. Similarly, it can be shown that the fair futures price, $F_{0,T}$, is greater than or equal to the corresponding risk-neutral price, $\tilde{F}_{0,T}$,

$$F_{0,T} \geq \tilde{F}_{0,T}.$$
Since fair prices of options, futures and bonds under the benchmark approach differ from the corresponding risk-neutral prices, we have to be careful when we extract implied volatilities from options priced under the real-world probability measure. We will, therefore, formulate here put-call parity under the benchmark approach in order to illustrate how implied volatilities that are consistent for both call and put options can be extracted in this framework. Studying the difference between real-world prices of call and put options with strike price $K$ and maturity $T$ yields

$$C(K, T) - P(K, T) = \tilde{S}_t E^\mathbb{P} \left( e^{-\int_t^T \delta_s ds} - \frac{K}{\tilde{S}_T} \right)^+ | \mathcal{F}_t = \tilde{S}_t E^\mathbb{P} \left( \frac{K}{\tilde{S}_T} - e^{-\int_t^T \delta_s ds} \right)^+ | \mathcal{F}_t =$$

$$\tilde{S}_t E^\mathbb{P} \left( e^{-\int_t^T \delta_s ds} - \frac{K}{\tilde{S}_T} \right)^+ | \mathcal{F}_t = \tilde{S}_t E^\mathbb{P} \left( e^{-\int_t^T \delta_s ds} - \frac{K}{\tilde{S}_T} \right)^+ | \mathcal{F}_t =$$

$$\tilde{S}_t e^{-\int_t^T \delta_s ds} - K P_{t,T}. \quad (39)$$

Thus, this expression is analogous to the put-call parity under risk-neutral pricing but where the risk-neutral price of a zero coupon bond is replaced by the fair zero coupon bond price. In order to get the same value of Black-Scholes implied volatilities for call and for put option prices estimated under the benchmark approach, we need to use the interest rate over the period until maturity implied by the fair zero-coupon bond rather than the risk-neutral zero-coupon bond price observed on the market.

3.3. Further properties of the generalized Minimal Market Model. By the generalized MMM, as introduced in Section 2.2, we have that the annualized squared instantaneous volatility of the returns of the normalized index process $Y$ in $t$-time is given by

$$\sigma_t^2 = \frac{M_t}{Y_t}. \quad (40)$$

Application of the Itô formula, using equations (3), (4), (5) and (6), yields the SDE for the discounted index level $\tilde{S}_t$

$$d\tilde{S}_t = \tilde{S}_t M_t \left( a - 1 + \frac{1}{Y_t} \right) dt + \tilde{S}_t \sigma_t dW_t = \tilde{S}_t (\mu_t dt + \sigma_t dW_t), \quad (41)$$

with initial value $\tilde{S}_0 = A_0 Y_0$, and where by (40) the instantaneous expected rate of return is given by

$$\mu_t = M_t \left( a - 1 + \frac{1}{Y_t} \right) = \sigma_t^2 + M_t (a - 1). \quad (42)$$

Thus, from equation (42) we have that the risk premium of the index is given by $\sigma_t^2 + M_t (a - 1)$.

The savings account, when benchmarked with the total return index $\tilde{S}_t$, that is

$$\tilde{B}_t = \frac{B_t}{\tilde{S}_t} = \frac{1}{\tilde{S}_t}, \quad (43)$$
is the inverse of the discounted total return index value. From equation (41) and the Itô formula we have that $\hat{B}_t$ is characterized by the SDE

$$d\hat{B}_t = \hat{B}_t(\sigma^2_t - \mu_t)dt - \sigma_t dW_t,$$

for $t \geq 0$. From equation (44) it follows that if

$$\sigma^2_t \leq \mu_t$$

for all $t \geq 0$, then $\hat{B}_t$ forms an $(\mathcal{F}, \mathbb{P})$-supermartingale, i.e.

$$\hat{B}_t \geq \mathbb{E}^\mathbb{P}(\hat{B}_s | \mathcal{F}_t), \text{ for } s \geq t.$$

This supermartingale property is the key property of any benchmarked nonnegative security under the benchmark approach. Thus, the possibility of strong arbitrage is eliminated since a nonnegative supermartingale that reaches zero will always remain at zero. Since

$$\mu_t = \sigma^2_t + M_t(a - 1),$$

we must have, since $M_t > 0$, that

$$a \geq 1$$

in order for the model to be free of strong arbitrage. In this case the long term average net growth rate, $a$, is high enough to make the benchmarked savings account a supermartingale. As shown in Table 1, the estimate for the parameter $a$ is with 1.44 indeed significantly higher than one.

4. Estimation technique

In this section we will present the estimation technique that we use for estimating the MMM parameters implied by observed prices of S&P 500 index options. First we describe the method that we use in order to produce high quality estimates of the option implied risk-neutral density (RND). The RND will then be used in order to recover the real-world probability density function (PDF) from option prices by using a result in Heath and Platen (2006). In the last part of this section we describe the Simulated Maximum Likelihood algorithm that we use in order to estimate the MMM parameters that are implied by the observed option prices.

4.1. RND recovery. As discussed in Platen and Heath (2006), for short dated derivatives with up to three years time-to-maturity and similar to those we consider, the quantitative difference between real-world pricing under the benchmark approach and the formally applied risk-neutral pricing are rather small. Therefore, we can recover the formally obtained RND from market prices of options, similar to current market practise. We formulate an optimization model that has the squared local volatility (LV) as the decision variable. Estimation of the local volatility surface (LVS) is an ill-posed inverse problem, which has gained a lot of attention in the literature. There are many examples of papers in the literature which describe the estimation of local volatility surfaces from observed option prices (see e.g. Andersen and Brotherton-Ratcliffe, 1997; Lagnado and Osher, 1997; Bouchoinev and Isakov, 1999; Coleman et al., 1999). Most of these methods do, however, not satisfactorily balance the objectives of being consistent with market prices while producing surfaces that are realistic and stable over time. One of the reasons that we choose LV as decision variable is that it does not involve an integration of other variables. This makes it much easier to separate the noise in the estimation. We estimate high-quality local volatility surfaces with a non-parametric method developed in Barkhagen and Blomvall...
(2015), which produces realistic surfaces that are consistent with observed options and futures prices. The RND recovery is then a by-product of the estimation problem that we solve.

The local volatility estimation framework that we use should be seen as a tool for producing option implied volatility surfaces of high quality. Thus, we do not restrict the model for the index to be given by a local volatility function model for recovery of the RND. The estimation framework can be better seen as an advanced interpolation tool for producing a smooth and plausible call price surface.

When setting up the problem for the estimation of the implied LVS, we start with the Black-Scholes-Merton PDE that describes the dynamics of the option price, \( V(t, S) \), in the local volatility framework

\[
\frac{\partial V(t, S)}{\partial t} + (r_t - \delta_t)S \frac{\partial V(t, S)}{\partial S} + \frac{1}{2} \sigma^2(t, S)S^2 \frac{\partial^2 V(t, S)}{\partial S^2} = r_t V(t, S),
\]

where the interest rate, \( r_t \), and dividend yield, \( \delta_t \), are assumed to be deterministic functions of time. In order to estimate the unknown squared local volatility function, \( \sigma^2(t, S) \), the PDE (49) is discretized, which gives rise to a finite difference scheme. In order to increase the efficiency of the finite difference discretization we follow Andersen and Brotherton-Ratcliffe (1997), and change variables in (49) to \( x = \ln(S) \) and \( H(t, x) = V(t, S) \), giving rise to the PDE

\[
\frac{\partial H(t, x)}{\partial t} + b(t, x) \frac{\partial H(t, x)}{\partial x} + \frac{1}{2} v(t, x) \frac{\partial^2 H(t, x)}{\partial x^2} = r_t H(t, x),
\]

where \( x = \ln(S) \), \( b(t, x) = r_t - \delta_t - \frac{1}{2} v(t, x) \) and \( v(t, x) = \sigma^2(t, e^x) \). The PDE (50) is discretized and solved on a fixed grid, where the \((t, x)\) plane is divided into a non-uniformly spaced mesh with \( M + 1 \) nodes along the \( t \) axis and \( N + 2 \) nodes along the \( x \) axis

\[
t_i = t_0 + \sum_{k=0}^{i-1} \Delta_t(k), \quad i = 0, \ldots, M,
\]

\[
x_j = x_0 + \sum_{k=0}^{j-1} \Delta_x(k), \quad j = 0, \ldots, N + 1,
\]

where \( \Delta_t(i) = t_{i+1} - t_i \) and \( \Delta_x(j) = x_{j+1} - x_j \). The grid is chosen so that the current index level is included as a point on the grid in the \( x \) direction, and so that the maturities of the observed option prices are included in the nodes along the \( t \) axis. We let \( l \) denote the integer yielding the initial index level such that

\[
e^{x_l} = S_{\text{init}},
\]

where \( S_{\text{init}} \) is the initial or current index level. In Andersen and Brotherton-Ratcliffe (1997) it is shown that the discretization of (50) for a uniform grid gives rise to a discretized version of the Fokker-Planck equation, which describes the relationship between the discretized LVS and the discrete risk-neutral density (RND) surface. The generic form of the discretized Fokker-Planck equation can be written as

\[
q^T_{i+1} = q^T_i f_i(\hat{\nu}, \Gamma), \quad i = 0, \ldots, M - 1,
\]

with initial condition \( q_0 = q_i \), where \( q_i \) is a vector where the \( l \)th element is one and all other elements are zero. In equation (54), \( q_i \in \mathbb{R}^{N \times 1} \) is the discretized RND at time \( t_i \), and \( f_i(\hat{\nu}, \Gamma) \) is a matrix that is a function of the unknown discretized LVS, \( \hat{\nu} \), and dividend
terms $\Gamma_i = \exp \left( \int_0^t \delta \sigma ds \right)$, $i = 0, \ldots, M$ (see Andersen and Brotherton-Ratcliffe, 1997, for details).

Let $\mathcal{M}$ denote the set of $n_m = |\mathcal{M}|$ instruments for which mid-market prices exist. The functions $g_k(q)$, where $q \equiv \{ q_i \}_{i=1}^M$ are given from the LVS by equation (54), are used to transform the discretized RND into prices for the specific derivative instruments. For the case where the implied RND exactly produces the observed market prices, $y_{m,k}$, we have

\begin{equation}
\tag{55}
y_{m,k} = g_k(q), \quad k \in \mathcal{M},
\end{equation}

or equivalently

\begin{equation}
\tag{56}
y_m = g_m(q),
\end{equation}

where $y_m^T = \{ y_{m,k} \}_{k \in \mathcal{M}}$ and $g_m(q)^T = \{ g_k(q) \}_{k \in \mathcal{M}}$. Since the strikes of the options in the set $\mathcal{M}$ might not be included in the discretized grid we will use an interpolation, based on a second-order Taylor expansion, of option prices on the grid. The presence of noise in price data means that there is an uncertainty regarding the observed prices. The noise stems from market micro structure effects such as the bid-ask spread, discrete price ticks, non-synchronized prices or even misprinted prices. In order to take the uncertainty in observed prices into account, and to satisfy the no-arbitrage conditions, we allow deviations from observed prices by penalizing deviations, $z_m \in \mathbb{R}^n_m$, from mid-market prices. We introduce the diagonal matrix $F_m \in \mathbb{R}^{n_m \times n_m}$ that indicates which instruments are allowed to deviate from observed prices, and the diagonal matrix $E_m \in \mathbb{R}^{n_m \times n_m}$ contains the penalties for deviating from observed prices. In order to guarantee that $q$ represents a discrete probability distribution we introduce a lower bound equal to zero for the RND, and also in each time step ensure that $1^T q_i = 1$. The necessary no-arbitrage conditions for the resulting squared local volatility surface are satisfied by requiring that the discretized LVS, $\hat{v}$, is greater than zero.

The estimation problem that we solve in order to estimate a realistic discretized squared local volatility surface $\hat{v}$ and RND surface $q$, which are consistent with observed market prices, is given by

\begin{equation}
\tag{57}
\min_{\hat{v}, q, \Gamma, z_m} h(\hat{v}) + \frac{1}{2} z_m^T E_m z_m \\
\text{s. t.} \quad q_{i+1}^T = q_i^T f_i(\hat{v}, \Gamma), \quad i = 0, \ldots, M - 1
\end{equation}

\begin{equation}
q_0 = q_\mu
\end{equation}

\begin{equation}
g_m(q) + F_m z_m = y_m
\end{equation}

\begin{equation}
q \geq 0
\end{equation}

\begin{equation}
\hat{v} \geq 0,
\end{equation}

where $h(\hat{v})$ is the discretized version of

\begin{equation}
\tag{58}
h(v) = \frac{1}{2} \int_0^{t_M} \int_{x_1}^{x_N} \left( a''(\tau, x) \left( \frac{\partial^2 v}{\partial \tau^2} \right)^2 + b''(\tau, x) \left( \frac{\partial^2 v}{\partial x^2} \right)^2 \right) d\tau dx.
\end{equation}

$h(v)$ ensures that we only consider realistic surfaces, while the second component in the objective makes sure that the surface is consistent with observed market prices. The first constraint in (57) is the discretization of the Fokker-Planck equation, and is used to
generate prices of a collection of options from the current local volatility surface. The third constraint is used to ensure that the surface is consistent with observed market prices, while the last two constraints guarantee that the surface is free of strong arbitrage. The optimization problem (58) is a nonlinear and non-convex optimization problem. Even though the problem is non-convex, extensive testing has shown that we reach broadly the same solution which is stable for a time series of option data sets. Thus, the solution does not jump between very different local optima when the estimation problem is solved for many dates in a time series study, but there may exist other local optima. When implementing the model we have used AMPL together with the open source non-linear solver IPOPT (Wächter and Biegler, 2006).

4.2. Recovering the real-world density. When recovering the real-world PDF from observed option data we rely on a result derived by Heath and Platen (2006), which describes a direct relation between the real-world PDF and observed call option prices. For an index that pays a continuous deterministic dividend yield we have that the real-world PDF is given by the following expression

\[
p_S(t, S_t, T, S_T) = \frac{S_T e^{\int_t^T \delta_s \, ds}}{S_t} \frac{\partial^2 C(t, S_t, T, K)}{\partial K^2} \bigg|_{K=S_T},
\]

where \( C(t, S_t, T, K) \) is the price, at time \( t \), of a call option with maturity \( T \) and strike price \( K \). In equation (59), \( p_S(t, S_t, T, S_T) \) denotes the real-world probability density of the index moving from the index level \( S_t \) at time \( t \) to \( S_T \) at time \( T \). Since the expression for the RND as a function of the index value at time \( T \) is given by

\[
q_S(t, S_t, T, S_T) = e^{\int_t^T (\delta_s - r_s) \, ds} \frac{\partial^2 C(t, S_t, T, K)}{\partial K^2} \bigg|_{K=S_T},
\]

we have the following connection between the real-world PDF and the formally obtained RND

\[
p_S(t, S_t, T, S_T) = e^{\int_t^T (\delta_s - r_s) \, ds} \frac{S_T}{S_t} q_S(t, S_t, T, S_T).
\]

Hence, by using the RND estimated from observed option prices using the method in Section 4.1, we can directly recover also the real-world PDF by using the relationship in equation (61). As argued in Section 4.1, we have not restricted the model for the underlying index to be given by a local volatility function model. Thus, the volatility process for the index, which is assumed to approximate the numéraire portfolio, is not inconsistent with that of the generalized MMM. For the case when the underlying index is assumed to follow a local volatility function model, the consistency with the volatility process of the generalized MMM is supported by a result in Gyöngy (1986). By using this result, we can project the generalized MMM into a Markovian diffusion with a local volatility function, making the approach consistent also for this case.

The parameters of the generalized MMM are estimated with Simulated Maximum Likelihood, which requires the discretized real-world density instead of the continuous real-world density given in equation (59). The connection between the continuous RND and the discretized RND, \( q_{i,j} \), at the point \((T_i, S_j)\) on the grid is given by

\[
q_S(t, S_t, T_i, S_j) = \frac{2}{S_{j+1} - S_{j-1}} q_{i,j},
\]
or equivalently
\[
q_{i,j} = \frac{S_{j+1} - S_j}{2} q_S(t, S_t, T_i, S_j),
\]
(see Andersen and Brotherton-Ratcliffe, 1997). Using the result for the continuous RND and real-world PDF we use the following transformation going from the discrete RND to the discrete real-world PDF
\[
p_{i,j} = \frac{S_j}{S_t} e^{\int_0^{T_i} (\delta_s - r_s) ds} q_{i,j}.
\]
The discretized real-world PDF implied by observed option prices will then be used as input to the SML algorithm used for estimating the option implied MMM parameters.

4.3. Simulated Maximum Likelihood. Now that we have described how to estimate the discrete real-world PDF implied by observed option prices, we are ready to formulate the Simulated Maximum Likelihood (SML) problem that we set up to estimate the parameters of the MMM. Since we do not know the likelihood function in closed form we have to resort to a simulation based method in order to approximate the likelihood function. The method that we use is based on the method described in the recent paper by Kristensen and Shin (2012), where the authors use a non-parametric kernel based method to approximate the likelihood function. Since we do not have any actual observations of the index level as input to the MLE, but instead know the implied probabilities of the index levels on the grid at a specific future time, the method that we use is slightly altered compared to what is described in Kristensen and Shin (2012). The simulated values of the index that we use in the SML algorithm are generated with the method described in Rendek (2013).

In our case we have the estimated option implied probabilities of observing outcomes for the index at a specific future time, $T_i$, for different values on the grid given by the pairs
\[
\{S_j, p_{i,j}\}^N_{j=1}.
\]
Since the MMM models the total return index level, $\tilde{S}_t$, we will first transform these pairs onto the grid containing the values for the total return index
\[
\{\tilde{S}_j, \tilde{p}_{i,j}\}^N_{j=1}.
\]
Introducing the function $g(T, S_T)$, such that $\tilde{S}_T = g(T, S_T) = e^{\int_0^T \delta_s ds} S_T$, we have that
\[
\tilde{p}_{i,j} = P(\tilde{S}_T = \tilde{S}_j) = P(g(T_i, S_T) = \tilde{S}_j) = P(S_T = g^{-1}(T_i, \tilde{S}_j)) = P(S_T = S_j) = p_{i,j},
\]
and hence the pairs in equation (66) are equivalent to the pairs
\[
\{\tilde{S}_j, p_{i,j}\}^N_{j=1}.
\]
Now, assume that we have $N_{\text{obs}}$ observations of the underlying total return index level, where the observations are distributed among the grid points $\{\tilde{S}_j\}^N_{j=1}$. We let $n_{i,j}$, $j = 1, \ldots, N$, denote the number of observations that assume the value $\tilde{S}_j$ at time $T_i$. Thus, the likelihood function given the outcomes for the total return index level is given by
\[
L(\theta) = \prod_{j=1}^N f(\tilde{S}_j; \theta)^{n_{i,j}},
\]
where \( f(\cdot; \theta) \) is the continuous PDF as a function of the parameter values \( \theta \). Consequently, the log-likelihood function is given by

\[
\ell(\theta) = \ln(L(\theta)) = \sum_{j=1}^{N} n_{i,j} \ln(f(\tilde{S}_j; \theta)).
\]

The maximum likelihood estimate of \( \theta \), scaled by \( \frac{1}{N_{\text{obs}}} \), is now given by

\[
\hat{\theta} = \arg\max_{\theta \in \Theta} \frac{1}{N_{\text{obs}}} \sum_{j=1}^{N} n_{i,j} \ln(f(\tilde{S}_j; \theta)),
\]

which for the limit \( N_{\text{obs}} \to \infty \) gives

\[
\hat{\theta} = \arg\max_{\theta \in \Theta} \sum_{j=1}^{N} p_{i,j} \ln(f(\tilde{S}_j; \theta)),
\]

where

\[
\Theta = \{ a \geq 1; \epsilon > 0; \gamma > 0; A \geq 0; M_0 > 0; Y_0 > 0 \}.
\]

Due to the restricted data set available, the parameters \( a, A \) and \( Y_0 \) are not safely steered towards plausible values by the optimization, so we will instead estimate these parameters from historical index data using the method described in Platen and Rendek (2012a). These parameter values are then treated as constants in the optimization. The reduced parameter set that we solve for is thus given by

\[
\Theta = \{ \epsilon > 0; \gamma > 0; M_0 > 0 \}.
\]

In Section 2.3 we argued that the properties of the optimization problem are improved if we redefine the parameter set according to

\[
\Theta = \{ \epsilon > 0; \gamma > 0; M_0 > 0 \}.
\]

and this is the actual parameter set that we solve for when we use SML to estimate the option implied MMM parameters.

Since we do not have the PDF as a function of the parameter values in closed form, we need to have a method to estimate the PDF from simulated index values. As in Kristensen and Shin (2012) we will use a non-parametric kernel based method to numerically approximate the PDF. Assume that we have simulated \( n_{\text{sim}} \) i.i.d. outcomes for the total return index \( \{ \tilde{S}_{\theta}^{k} \}_{k=1}^{n_{\text{sim}}} \). By construction it follows that the \( n_{\text{sim}} \) simulated i.i.d. random variables \( \{ \tilde{S}_{\theta}^{k} \}_{k=1}^{n_{\text{sim}}} \) follow the target distribution

\[
\tilde{S}_{\theta}^{k} \sim f(\cdot; \theta).
\]

They can, therefore, be used in order to estimate \( f(\tilde{S}; \theta) \) with the help of kernel based methods. Define the kernel density estimator

\[
\hat{f}(\tilde{S}; \theta) = \frac{1}{n_{\text{sim}}} \sum_{k=1}^{n_{\text{sim}}} K_h(\tilde{S} - \tilde{S}_{\theta}^{k}),
\]
where

\[ K_h(x) = \frac{K(x/h)}{h}, \]

and where \( K(\cdot) \) is the kernel function, \( K_h(\cdot) \) is the scaled kernel function and \( h > 0 \) is the bandwidth. When we implement the kernel estimator for the estimation we will use a Gaussian kernel. Thus we have that the scaled kernel function is given by

\[ K_h(\tilde{S} - \tilde{S}_h^{\theta}) = \frac{1}{\sqrt{2\pi h}} \exp\left(-\frac{(\tilde{S} - \tilde{S}_h^{\theta})^2}{2h^2}\right), \]

and hence the kernel density estimator is given by

\[ \hat{f}(\tilde{S}; \theta) = \frac{1}{\sqrt{2\pi h n_{\text{sim}}}} \sum_{k=1}^{n_{\text{sim}}} \exp\left(-\frac{(\tilde{S} - \tilde{S}_k^{\theta})^2}{2h^2}\right). \]

It can be shown that if Gaussian kernel functions are used to approximate univariate data and when the underlying density being estimated is Gaussian, then the optimal choice for the bandwidth is given by

\[ h = \left(\frac{4\hat{\sigma}^5}{3n_{\text{sim}}^{\frac{1}{5}}}\right)^{\frac{1}{5}} \approx 1.06 \hat{\sigma}(n_{\text{sim}})^{-\frac{1}{5}}, \]

where \( \hat{\sigma} \) is the sample standard deviation of the simulated values of \( \tilde{S} \) (see e.g. Silverman, 1998). When we implement the kernel density estimator in the optimization we will use this value for the bandwidth even though the underlying density is not Gaussian. This will, thus, introduce a bias in the estimation and there is hence room for improvements in the estimation when choosing the optimal bandwidth.

After equation (80) has been used to obtain the simulated density, we can construct the following simulated maximum likelihood estimate for the true value of the parameters, \( \theta_0 \),

\[ \theta = \arg\max_{\theta \in \Theta} \hat{l}(\theta) = \arg\max_{\theta \in \Theta} \sum_{j=1}^{N} p_{i,j} \ln(\hat{f}(\tilde{S}_j; \theta)). \]

When we solve the optimization problem (82) numerically we use the same generated random variables for all values of \( \theta \), i.e. for every iteration in the optimization. From equation (77) we have that if \( K_h \) and \( \tilde{S}_h^{\theta} \) are continuously differentiable in \( \theta \), then \( \hat{l}(\theta) \) has the same property. This follows from the chain rule and the fact that we use the same random draws for all values of \( \theta \). Since in our case both \( K_h \) and \( \tilde{S}_h^{\theta} \) are continuously differentiable in \( \theta \) then this property also holds for \( \hat{l}(\theta) \).

4.3.1. Altering the objective function for the SML estimation. In the previous subsection we have described the optimization problem that we solve in the SML estimation of the model parameters. The description was based on that we fit the model implied PDF to the market implied PDF for one specific maturity. Including PDFs for more than one maturity in the objective function for the SML based optimization, would let us also consider the dynamics for the PDFs that are implied by the observed prices of liquid options. If we let \( n_\tau \) denote the number of maturities included in the objective function,
and let \( i \in \{1, \ldots, n_\tau \} \) denote the indices of the included maturities, we can formulate the following alternative optimization problem for the estimation of the model parameters

\[
\hat{\theta} = \arg\max_{\theta \in \Theta} \hat{l}(\theta) = \arg\max_{\theta \in \Theta} \sum_{i=1}^{n_\tau} w_i \left( \sum_{j=1}^{N} p_{i,j} \ln(\hat{f}_i(\tilde{S}_j; \theta)) \right),
\]

where we will typically let the weights \( w_i \) be given by \( 1/n_\tau \). In equation (83) we have that \( \hat{f}_i \) denotes the kernel density estimator of the model implied PDF for the \( i \)th maturity.

5. Conclusions

In this paper we have developed a methodology for simultaneous estimation of the real-world probability density and liquidity premia from observed index option data. The methodology is based on the possibility to recover the real-world density from liquid options, i.e., options with strikes that are not too far from the index level and that have shorter term maturities. In order to recover the real-world density we use a recently developed method for non-parametric estimation of the local volatility surface, where the risk-neutral density is a by-product of the estimation. It is vital that the local volatility estimation extracts a plausible and realistic risk-neutral density, and is able to separate out the noise that is contained in option price data. The estimation method that we have used has proven to be able to produce risk-neutral densities which are consistent with market prices while also being realistic and stable over time. Given the high quality estimates of the risk-neutral density we have then used the results from Heath and Platen (2006) in order to directly recover the market implied real-world density. The local volatility estimation framework is presented as an advanced interpolation tool for producing smooth and plausible call price surfaces. The recovery of the real-world densities does hence not rely on assuming a local volatility function model for the underlying index. From recovered real-world densities we have then shown how to estimate the option implied parameters of the generalized Minimal Market Model. Assuming that this model provides an accurate description of the market dynamics of the underlying index, the option implied parameters do not only reflect forward looking information, but are also able to connect to the historically observed characteristics of the index. These properties of the model have allowed us to both extract liquidity premia embedded in option prices, and provide a more realistic description of the real-world density.
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Appendix A. Data

We will here describe the option data set that was used for the illustration of the estimated option implied surfaces that was presented in Section 2.1. The options are cash settled European style options traded on the Chicago Board Options Exchange (CBOE). The option data was obtained from Thomson Reuters Datastream together with the corresponding closing values for the S&P 500 index. On 3 October 2014 option series with the following 3 maturity dates were listed on CBOE, and had associated bid-ask quotes for options belonging to the subset $L$ (described in Section 2.1): 16 October 2014, 20 November 2014, 18 December 2014. The option data belonging to the set $L$ for this date consists of 451 contracts divided between 232 calls and 219 puts. S&P 500 futures are traded on the Chicago Mercantile Exchange (CME), and the closing prices of these futures are not synchronized with the closing prices of the CBOE index options. Thus, we do not use bid and ask quotes of traded futures as input to the estimation. Instead we use the futures prices implied by put-call parity for the 5 strikes closest to the current index level as input. The trading hours for S&P 500 index options on the CBOE are between 8:30 a.m. and 15:15 p.m. Chicago time. The constituents of S&P 500 are traded on the New York Stock Exchange (NYSE) and the NASDAQ Stock Market (NASDAQ). The trading hours for the stocks on the NYSE are between 9:30 a.m. and 16:00 p.m. New York time. Since the time difference between New York and Chicago is one hour, the closing index value of S&P 500 is recorded 15 minutes before the end of trading for the options on the CBOE. This means that we will introduce a small error in the estimated implied RND since the starting value for the RND in the estimation will be set to one for the closing index value for each date. This effect is however limited and will not affect the mean of the estimated RND from the first option maturity and forward on the grid, since we are using futures prices implied by put-call parity as input.

The interest rates are zero yields collected from Thomson Reuters Eikon, with time-to-maturity from 1 day up to 6 months. The continuously compounded interest rates corresponding to the option maturities are then obtained by a cubic spline interpolation.
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