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 Abstract: Unsupervised multidomain adaptation attracts 
increasing attention as it delivers richer information when 
tackling a target task from an unlabeled target domain by 
leveraging the knowledge attained from labeled source 
domains. However, it is the quality of training samples, not just 
the quantity, that influences transfer performance. In this article, 
we propose a multidomain adaptation method with sample and 
source distillation (SSD), which develops a two-step selective 
strategy to distill source samples and define the importance of 
source domains. To distill samples, the pseudo-labeled target 
domain is constructed to learn a series of category classifiers to 
identify transfer and inefficient source samples. To rank 
domains, the agreements of accepting a target sample as the 
insider of source domains are estimated by constructing a 
domain discriminator based on selected transfer source 
samples. Furthermore, an enhancement mechanism is built by 
matching selected pseudo-labeled and unlabeled target 
samples. The degrees of acceptance learned by the domain 
discriminator are finally employed as source merging weights to 
predict the target task. Superiority of the proposed SSD is 
validated on real-world visual classification tasks. 
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