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1
The term ‘Information Disorder’ developed by 
Claire Wardle & Hossein Derakhshan introduces 
a conceptual framework to tackle the collective 
problems of misinformation, disinformation and 

malinformation. While finding better terms than 
‘fake news’ has been complex, the term ‘information 
disorder’ highlights salient characteristics that guide 
research and public understanding while being general 
enough to allow for the changes and nuances as the 
phenomenon evolves.

2
Theories that the coronavirus was deliberately 
engineered or purposely released feeds mis - 
and disinformation that blamed the pandemic 
on China and ignited hatred against people of 

Chinese origin as well as those of Asian appearance. 
The Chinese diaspora around the world has 
experienced racist abuse since the pandemic, including 
in Australia.

3
First Draft tracked the misrepresentation and 
weaponisation of publicly accessible databases 
that include reports voluntarily filed by 
individuals, healthcare providers and vaccine 

manufacturers on what they believe to be an adverse 
reaction to the Covid vaccine. This included the 
Vaccine Adverse Event Reporting System (VAERS) in 
the US, and in Australia the Database of Adverse Event 

Notifications (DAEN). Information was picked up and 
repackaged in social media to suit the agenda of anti-
vaccine proponents, fringe politicians and conspiracy 
theorists.

4
Australia’s summer of bushfires beginning in 
late 2019 illustrated how anything that carries 
information — from maps, to memes and even 
police media reports — can be used to share mis-

and disinformation. Inaccurate reporting in mainstream 
media about arson numbers led to a sustained effort 
in online inauthentic behaviour, which supplanted the 
#AustraliaFire and #BushfireAustralia hashtags with the 
incorrect #ArsonEmergency hashtag. Climate denialists 
and far-right activists pushed the theory that the fires 
were started on purpose in order for the government 
to ‘land grab’, and were not related to a warming planet. 

5
Similarly, narratives that emerged from 
unprecedented floods on Australia’s east coast 
in early 2022 focused on the broad theme of 
government control, as anti-vaccine and anti-

lockdown activists capitalised on their “pro-freedom” 
platforms to pivot to climate-related conspiracy 
theories.

E X E C U T I V E  S U M M A R YE X E C U T I V E  S U M M A R Y

6
Narratives that started circulating online during 
the 2020 US election were imported, localised 
and shared in Australia around the 2022 federal 
election. Disinformation narratives about electoral 

fraud tend to fall into the following three tracks: 
• Disinformation intended to discredit candidates

and confuse the public
• Use of information operations to disrupt election

infrastructure
• Attempts to undermine public confidence in

electoral processes after an election has taken
place.

7
The 2022 Australian federal election further
fuelled domestic hostilities against members of
the Chinese diaspora, building on existing tensions
between Australia and China as well as the

anti-Asian sentiment from the pandemic, through the 
accusation thatcertain political figures had ties to the 
Chinese Communist Party. 

8
The last few years have seen strong movement 
towards the regulation of digital platforms to 
address information disorder. In December 2019, 
following the release of the ACCC’s landmark 

Digital Platforms Inquiry final report, the Australian 
government asked major digital platforms to develop a 
voluntary code of practice to address growing concerns 
about disinformation and the quality of online news. 

The code was launched by DIGI in 2021. It includes 
misinformation but excludes some types of content 
(professional news, political advertising) and services 
(private messaging) associated with the dissemination 
of misinformation and disinformation.  

9
News, research and civil society organisations 
across the globe as well as social media platforms 
have created and trialled various interventions 
that in varying degrees help cut down mis- and 

disinformation and improve the information space. 
Interventions can be broadly categorised into reactive 
and proactive measures.  Reactive measures, which 
respond to online mis- and disinformation after or as 
it happens, include the off-platform verification and 
fact-checking, as well as the on-platform content 
moderation. 

10
Proactive intervention aims at raising media 
literacy within schools and the community 
in order to help the public build their 
awareness of, and resistance, to online 

mis- and disinformation. Social media users who 
are not aware of the movement and evolution of a 
problematic narrative, which is often mixed with biases 
and hyperbole, can easily have their worldview skewed 
accordingly, without knowing it. 
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01 INTRODUCTION

Through an unusually intense bushfire season, then 
a pandemic that confined a majority of Australia’s 
population at home — Melbourne famously 
recorded one of the longest lockdowns in the world 

— followed by a game-changing federal election during which 
voters made it known where their concerns and aspirations 
lie, Australians have manoeuvred threats both online and off. 
Reacting to the news cycle, mis- and disinformation sprung 
up on various social media platforms, and more intimately, 
on our phones in the form of texts or messages sent through 
apps such as WhatsApp, WeChat and LINE. Most of these 
messages expectedly came from people we know, such as our 
family and friends — this inherent trust sometimes making 
closed messaging apps a breeding ground for the spread of 
misinformation. But during the election, voters were also 
spammed by messages from some political parties in their 
last-ditch pitch to secure support. One of these unsolicited 
political text messages stated, “(Libs/Labor giving Health 
Dept to China W.H.O - Stop it Vote United Australia Party”. 
This example shows how a conspiracy theory can start from 
mainstream social media platforms (the UAP promoted it days 
earlier in a series of Meta and YouTube ads) and continue to 
circulate in various corners of the internet, as well as other 
forms of digital mass communication such as texts (Chan et 
al., 2022). 

False and misleading narratives have become more pervasive 
than ever. Online, the pandemic elevated the semi-closed 
messaging app Telegram’s stardom in Australia as well as 
elsewhere in the world. The app offers functions that are 
increasingly under scrutiny on mainstream social platforms: 
low content-moderation efforts, and no clear policies in 

place for flagging misinformation or punitive actions against 
accounts that post hateful or inaccurate content. It is also 
much harder to find a Telegram group on the app or through 
search engines if its name has been tweaked to avoid 
detection, sometimes replacing a number or letter with a 
symbol, or with a name in a different language. An example of 
that challenge came as the war between Russia and Ukraine 
broke out earlier this year in February, when journalists and 
researchers scrambled to find user-generated content and 
first-person accounts on Telegram, popular among some 
Russians and Ukrainians. In the physical world, radio ads and 
billboards continue to be some of the most convenient 
ways for well-resourced politicians and political parties to 
promote their ideas and garner support. However, sometimes 
these campaign messages can be interwoven with conspiracy 
theories.  

The pandemic has provided a new lesson in the study of 
conspiracies: some of the most prominent, false narratives 
about Covid-19 and the vaccine were generated by a single 
conspiracy theories. A good example of this is the Plandemic 
documentary, which was a deliberate attempt to harvest the 
fears and anxiety at the onset of the pandemic by providing 
“answers” to a desperate general public. By framing various 
theories of how the pandemic could be a planned event, 
the creators and organisers of the documentary successfully 
captured the mood of the times and eroded trust in 
authorities, scientists, medical professionals and later, the 
vaccines.  

One of the reasons conspiracy theories are powerful is 
precisely because they are often difficult to verify. For 
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instance, the lab leak theory has been circulating online since 
the beginning of the pandemic, arguing that the coronavirus 
was released, intentionally or not, from a laboratory in 
Wuhan. Findings from a joint WHO–China investigation 
published in June 2022 recommended “further investigation” 
into the theory (WHO, 2022). In Australia, memes, mobile 
billboards and social media ads targeting the Labor Party 
during the election were built on the age-old “reds under 
the bed” narrative, baselessly claiming that Labor leader 
Anthony Albanese was the Chinese government’s preferred 
prime ministerial candidate banking on the strained relations 
between Australia and China. Members of the Chinese 
diaspora have suffered racism and sometimes physical attacks 
as a result of geopolitical tensions, as well as stigma that 
brands them as “virus spreaders” simply because Covid-19 was 
first reported in China. Moreover, these conspiracy theories 
tap into already-existing anxieties in people’s minds, providing 
the missing explanation.  
 
This report predominantly summarises the online discovery 
of mis- and disinformation themes by a team of researchers 
working at First Draft’s Australian operations based at the 
Centre for Media Transition, University of Technology Sydney. 
First Draft began in 2015 as a small nonprofit coalition that 
grew out of a need to understand, debunk, and provide 
guidance on misinformation. There were nine founding 
partners brought together with the support of Google News 
Labs with the aim to provide practical and ethical guidance 
in how to find, verify, and publish content sourced from 
the social web. In June 2022 First Draft closed its doors and 
shifted its mission to Brown University’s newly established 
Information Futures Lab. This report brings together the 
output from First Draft’s Australian bureau — launched in 
April 2019 at the Centre for Media Transition at the University 
of Technology Sydney.  

Collaboration was central to First Draft’s approach (First Draft, 
2017). The influx of online information and misinformation is 
too much for individual journalists and newsrooms to make 
sense of alone. First Draft worked to empower journalists 
through training, guidance, and ongoing monitoring of social 
media. First Draft’s monitoring followed the evolution and 
movement of misleading and misrepresentative narratives 
across social media and online platforms — which offers 
insights on the broader disinformation landscape and 
complements fact-checking efforts that tend to focus on 
individual social media posts. The Australian bureau regularly 

monitored mainstream social media, including Facebook and 
Google products, as well as Chinese language apps such as 
WeChat, and alternative chat apps. 

The 2019–2020 bushfires and the Covid-19 pandemic were 
a watershed moment where ordinary Australians gained a 
heightened awareness of mis- and disinformation in their own 
country. First Draft’s Australian bureau noted in its monitoring 
how these issues were quickly politicised here. Racist narratives 
from the pandemic added to the challenges for diaspora 
communities (Chan & Zhang S (2021); these narratives sprang from 
a 2019 federal election that included far-right, white nationalist 
online disinformation campaigns and hyperpartisan campaigns 
pushing anti-immigration agendas (Kruger 2019). In the leadup 
to the 2022 federal election, the team started systematically 
monitoring relevant narratives across various platforms nine 
months in advance. With an in-depth knowledge in election-
related misinformation, the team provided much-needed advice 
for news media who were part of a network of over more than 
100 journalists and community leaders we built specifically for 
this election. 
  
This report first seeks to provide definitions that explain the 
nuances of a polluted information space, because precise 
language is crucial to help us understand the problems we are 
facing, particularly as technology and social media evolve. We 
then offer an overview of the mis- and disinformation landscape 
in Australia by covering the dominating trends and narratives the 
First Draft APAC team noted in the past few years in several key 
areas. These include:  
 
• Covid 19 Pandemic 
• Federal Election 
• Climate.  
  
We then move on to note the progress Australian regulators 
and those abroad, industry associations and civil society 
organisations have made in the past years on tackling 
the rampant mis- and disinformation on social media. 
The development and effectiveness of different industry 
interventions, one of the most common methods being fact-
checking, will also be discussed.  

The report ends with recommendations for policymakers, news 
media and academics specific to the Australian landscape in 
the hope of cutting down harmful information that has a direct 
impact on people’s lives, health and safety. These will also serve 
as lessons for other countries facing similar issues.  
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02
False and misleading narratives have become more 

pervasive than ever. The term ‘fake news’ does not 
cover the complexity of the phenomenon and has 
been weaponised by politicians, most famously Donald 

Trump (Lee, 2018). The term is still prevalent throughout Asia, 
although less so from leadership in Australia (Peatling, 2017).  

This paper draws on the term ‘Information Disorder’ 
developed by Claire Wardle & Hossein Derakhshan and 
adopted by UNESCO (UNESCO, 2018) and the Council of 
Europe (Wardle & Derakhshan, 2017). The research by Wardle 
and Derakhshan (2017) introduced a conceptual framework for 
information disorder which sought to tackle the collective 
problems of mis-, dis- and malinformation. In this section we 
outline the terms used in the paper and provide context for 
the use and evolution of related definitions. 

Finding salient yet meaningful terms to define the issues 
remains an ongoing, complex and difficult process (Staines & 
Moy, 2018). The pandemic has shown the urgent need for all 
stakeholders to better understand and address information 
disorder as the world continues to grapple with an infodemic 
(World Health Organization, 2020a). The conceptual 
framework by Wardle and Derakhshan used the terms 
misinformation, disinformation and malinformation. These 
terms can be summarise broadly as follows. 

Misinformation is false information spread mistakenly, even 
if people genuinely believe it, or are trying to be helpful. The 
sharing of misinformation is driven by socio-psychological 
factors. Online, people perform their identities; they want to 
feel connected to their tribe.  

The pandemic helped to focus a nuanced point about the 
definition of misinformation in that people were often 
unwittingly sharing information that they didn’t realise was 
false but did so as they thought they were protecting people 
close to them.  

Disinformation is content that is intentionally false and 
designed to cause harm. It is mainly motivated by three 
distinct factors: to make money; to have political influence, 
either foreign or domestic; or to cause trouble or mischief for 
the sake of it. When disinformation is shared it often turns 
into misinformation. Wardle and Derakhshan (2017) further 
specify the motivations as: 

• Financial: Profiting from information disorder through 
advertising 

• Political: Discrediting a political candidate in an election 
and other attempts to influence public opinion 

• Socio-psychological: Connecting with a certain group 
online or off; and, seeking prestige or reinforcement. 

Disinformation often contains a grain of truth where a 
piece of real information has been taken out of context, 
misconstrued or misrepresented.  
 
Malinformation is genuine information shared with an intent 
to cause harm. An example can include hacked emails that 
leak certain details to the public to damage reputations. 
Revenge porn is another example of malinformation. Elements 
of hate speech can also come under malinformation. 

DEFINITIONS



I N F O  D I S O R D E R :  L E S S O N S  F R O M  A U S T R A L I A1 2 1 3

THE 7 TYPES
In ‘Fake News. It’s Complicated’, Claire Wardle first outlined 
the seven major types of mis- and disinformation as a way 
of moving the conversation away from a reliance on the 
term ‘fake news’ and illustrated why the use of more precise 
language is advised (Wardle, 2017). The ‘deceptive seven’ still 
acts as a useful way of thinking about different examples. 
As the figure below shows, this is a spectrum based on the 
level of manipulation required to create the disinformation.  
 
To further explain, the spectrum includes satire or parody 
(content that isn’t intended to cause harm, but has the 
potential to fool – and satire which has increasingly been 
weaponised); false connection (headlines, images or captions 
that over-sell the content such as clickbait); misleading 

content (information that frames an issue or a person in a 
misleading way); false context (genuine content that is shared 
out of its original context); imposter content (content that 
impersonates or falsely claims to be from a genuine source); 
manipulated content (genuine information or imagery that 
is manipulated or edited to deceive); and fabricated content 
(new content that is 100% false, made to deceive and do 
harm). Each piece of disinformation content can fall under 
one or more of these categories.  

Satire and parody 
Satire or parody content, such as the Australian satirical 
website The Betoota Advocate or the Twitter account           
@ChaserInterns, may seem innocuous but are often 
weaponised by bad actors or can cause harm if taken 
seriously.  

Figure 1 |  The Deceptive Seven, First Draft News

False connection 
False connection can take many forms, but the most 
common type is “clickbait”, when headlines or titles are 
attention-grabbing but the content itself doesn’t deliver. 
This can affect users’ trust towards news media. A more 
straightforward example is this graphic that circulated 
earlier in the pandemic, where virus outbreaks were linked 
to election years. However, the link between the Zika virus 
and 2016 is not quite accurate — the virus was discovered 
in 1947 and the first notable Zika outbreak occurred in 2007, 
on the Pacific island of Yip in Micronesia.  Figure 2 |  An example of a false connection 

type of misinformation 

Figure 3 |  An example of misleading content that misrepresents 
figures from official sources. Image source: AFP  

Figure 4 |  An example of misinformation 
with false context

Misleading content 
One example of misleading content that circulated in 
Australia is a graphic sporting the logo of the Therapeutic 
Goods Administration, claiming that while there had only 
been one death from Covid-19 between January 1 and May 
23, 2021, there had been 210 deaths caused by the Covid-19 
vaccines, and 22,031 adverse events. These numbers are 
misrepresented — at the time this graphic circulated, 
the 210 figure actually referred to the number of people 
who had received the vaccine that later died for other 
reasons, and the TGA had only attributed one death to 
the Covid-19 vaccine (AFP Australia, 2021). 

 False context 
A video posted to TikTok on August 18, 2021, depicting 
a father hugging a screaming child while police officers 
and people in personal protective equipment attempt 
to take the child, was said to have been “covid related”. 
It was posted with the hashtags #donttouchourkids and 
#leaveourchildrenalone, and was viewed thousands of 
times before later being taken down.  

Reverse image searches showed that the incident took 
place in the Werribee Police Station. Victoria Police said in 
a statement that it was a “family incident”, clarifying, “This 
incident was NOT covid/vaccine related.” 
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Manipulated content 
Manipulated content can be sophisticated 
photoshops, or a simple video edit that slows down 
a video to make a speaker appear drunk, as was done 
to Barnaby Joyce in June 2021, in a video posted by 
an Australian comedy-writer. While the video was 
likely satirical, this style of manipulated media could 
be taken seriously and has targeted others around 
the world, including former US House Speaker Nancy 
Pelosi (Harwell, 2019).  

 Fabricated content 
Fabricated content is content that is completely 
made up. For example, a fake press release claiming 
New South Wales would establish a cashless society 
in 2022 was circulated in September 2021. As it also 
bears the letterhead of Gladys Berejiklian, then-
premier of the state, this would also be a piece of 
imposter content.

  
Imposter content 
A common example of imposter content is the usage 
of Australian public figures and media publication logos 
to promote scams. Most recently, the Nine News logo 
was appropriated to advertise a mobile gambling app 
(AFP Australia & AFP Malaysia, 2022). 

Figure 5 |  An example of manipulated content

Figure 6 |  An example of fabricated content. 

Figure 7 |  An example of imposter content. Image source: AFP

PLATFORMS AND PEOPLE:
USE OF DEFINITIONS IN AUSTRALIA
We have noted the difficulty in finding a meaningful yet 
salient approach to defining terms within information 
disorder, and how terms have evolved. For example, 
misinformation may be shared with the best of intentions, 
but actually cause real harm or even death as seen in the 
pandemic, with one study from August 2020 finding that 
at least 800 people died as a result of coronavirus-related 
misinformation, such as claims that drinking methanol would 
be a sufficient cure (Islam et al, 2020). Research has begun 
to uncover what has been suspected for some time — that 
audiences do not have shared understandings of the terms, 
and their political biases may be getting in the way of their 
definitions (Kruger & Chan, 2022). This is explored further here, 
but we begin first with how the platforms have traditionally 
approached the use of definitions for their purposes. 

Platform use 
This section focuses on how definitions were taken up and 
used by platforms, and how this related to new policy in 
Australia. The use of terms such as “deceptive or co-ordinated 
inauthentic behavior” appears to be favoured by the 
platforms and social media companies as a focus of dealing 
with disinformation. Camille François, former chief innovation 
officer at Graphika and affiliate at the Berkman Klein 
Center for Internet & Society at Harvard University noted 
that “while there are significant differences in the various 
disinformation definitions and terms of service applicable 
to the issue among technology companies, the focus on 
deceptive behaviour appears to be a clear convergence 
point throughout the technology industry” (François, 2019). 
For example, Google’s February 2019 white paper, How 
Google Fights Disinformation, noted it refers to ‘deliberate 
efforts to deceive and mislead using the speed, scale, and 
technologies of the open web as “disinformation” (Google, 
2019). Facebook’s approach to disinformation is focused on 



I N F O  D I S O R D E R :  L E S S O N S  F R O M  A U S T R A L I A1 6 1 7

addressing “coordinated inauthentic behaviour” (CIB) that 
seeks to manipulate the public (Gleicher, 2018).
 
The Australian Code of Practice on Disinformation and 
Misinformation (ACPDM) launched by the Digital Industry 
Group Inc. (DIGI) in 2021 acknowledged complications 
regarding definitions and concepts and noted these “mean 
different things to different people and can become politically 
charged when they are used by people to attack others who 
hold different opinions on value-laden political issues on 
which reasonable people may disagree.” Section 3.2 of the 
code noted disinformation as: 

A. Digital Content that is verifiably false or misleading 
or deceptive; 
B. is propagated amongst users of digital platforms via 
Inauthentic Behaviours; 
and 
C. the dissemination of which is reasonably likely to 
cause Harm. 

 
And section 3.6 of the code defined Misinformation as:

A. Digital Content (often legal) that is verifiably false or 
misleading or Deceptive; 
B. is propagated by users of digital platforms; and 
C. the dissemination of which is reasonably likely (but 
may not be clearly intended to) cause Harm. 

 
It is interesting to note terminology used by the Australian 
government throughout the process of developing the 
ACPDM. In its 2019 response to the Digital Platforms Inquiry, 
Treasury (2019) noted the “Australian Government will ask 
the major digital platforms to develop a voluntary code (or 
codes) of conduct for disinformation and news quality”. The 
Australian Communications and Media Authority (ACMA) then 
used the umbrella term ‘misinformation’ upon the release of 
its position paper for the code development in June 2020 to 
describe the various manifestations of information disorder.
The ACMA’s interpretation of Treasury’s response is detailed in 
the regulation section of this report. 

Audience use 
The ACPDM delivered by DIGI in 2021 also noted, 
“understanding and effects of these concepts varies 
amongst individuals and is also under-researched.” With 

that last sentiment in mind, in 2022, DIGI undertook a 
nationally representative survey into Australians’ perceptions 
of misinformation. The survey used a mix of online and 
telephone interviews (n=2,303) and was “designed to 
identify Australians’ views on the meaning of the term 
‘misinformation’, its prevalence and sources, and the 
impacts of political biases and media preferences on their 
perceptions.” Examples of case studies that illustrate where 
this may be applicable can be found in this report’s chapter on 
climate, particularly the bushfires section. 

Given a lack of common definitions and evidence that 
claims of misinformation can be influenced by political 
bias, care needs to be taken when interpreting reports of 
misinformation. Published as part of the code’s annual report, 
the DIGI survey confirmed Australians are concerned about 
misinformation and a clear majority of participants believed 
they had been exposed to online misinformation within the 
last week. This compares similarly with findings by surveys 
including those conducted by the University of Canberra 
(UC) for the Reuters Institute for the Study of Journalism’s 
Digital News Report and a study on Covid-19 misinformation. 
However, a clear lack of knowledge or consensus was 
identified and showed there is no shared understanding of 
the term ‘misinformation’ among the general public. The 
results found a strong belief that misinformation is anything 
false or untrue; and respondents thought it was intentional — 
something more akin to the definition of disinformation.  

University of Canberra’s Covid-19 study also found variation 
in participants’ understanding of these terms. Very few 
participants used the term disinformation, but questions 
about the credibility and motivations of sources “factor 
into people’s understandings of misinformation” (Park et al., 
2022, p. 103). Younger and more highly educated participants 
showed greater understanding, including awareness of 

G I V E N  A  L A C K  O F  C O M M O N  D E F I N I T I O N S  A N D  E V I D E N C E   T H A T 
C L A I M S  O F  M I S I N F O R M A T I O N  C A N  B E  I N F L U E N C E D  B Y  P O L I T I C A L 

B I A S ,  C A R E  N E E D S  T O  B E  T A K E N  W H E N  I N T E R P R E T I N G  R E P O R T S  O F 
M I S I N F O R M A T I O N

misrepresentation and false context. Many noted the 
importance of accounting for genuine differences in belief 
and opinion. 

In addition to this, the DIGI survey also found a stark lack 
of thinking about the harm misinformation can cause. Only 
one percent of the respondents defined misinformation 
as harmful. Given the continuing harmful effects of Covid 
misinformation, this shows large gaps — and opportunities 
— in media and news literacy education. By contrast, UC’s 
qualitative Covid-19 study found awareness of harms among 
many participants. It found there was greater concern about 
harms caused by false information that is deliberately shared, 
particularly by political actors and influencers. 

As discussed in this report, the Chinese Diaspora in Australia 
have suffered the harmful effects of misinformation and 
mischaracterisation of the group as a result of Australia’s 
tensions with China, which reinforced stigma and fuelled 
racism. As we note below, this was perpetuated in the recent 
federal election with ‘reds under the bed’ rhetoric, and 
populist right-wing senator Pauline Hanson’s video (that was 
swiftly removed by the platforms for tripping over election 
standards) that fuelled dangerous racist tropes under the 
excuse of satire. 

The two considerations (lack of consensus over the 
definition/understanding of misinformation as well as 
the lack of awareness over harm) are especially important 
during elections when problems can be exacerbated. 
Consideration must be given ahead of an election to the 
level of understanding audiences and politicians alike have of 
definitions. Regardless of political leaning, they must be able 
to consider whether a claim that something is ‘misinformation’ 
could actually be political bias or misunderstanding of the 
definitions and shows the need for greater emphasis on news 
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Australia hardly had time to recover from the 

Black Summer (Cook et al., 2021) of bushfires that 
scorched more than 24 million hectares between 
2019 and 2020 when it was hit by yet another 

crisis — this time a global one. The Covid-19 pandemic, 
first reported (World Health Organization, 2020) in China in 
December 2019, has infected more than 600 million people 
and claimed over 6 millions lives (World Health Organization, 
2022) as of September 15, 2022. At the time of writing, 
vaccines have been developed and administered to ease 
severe symptoms and lower Covid death rates, but looking 
back, as the pandemic unfolded at the beginning of 2020, 
very little information was available on how and how long 
the viral disease would affect our lives. This data void (Shane 
& Noel, 2020) — when the supply of credible information 
fails to meet the demand — created a breeding ground for 
online disinformation and conspiracy theories. Early fact-
check reports focused on debunking unproven claims about 
natural remedies or alternative treatments (AFP FactCheck, 
2020); rumours that foods and locations in Australia were 
“contaminated” by the coronavirus (AFP FactCheck, 2020); 
as well as a fabricated travel alert (AFP FactCheck, 2020) 
pretending to be a genuine one issued by the Queensland 
government against travel to Wuhan.  

TIT-FOR-TAT CONSPIRACY 
THEORIES OVER VIRUS ORIGIN 
The pandemic also exacerbated Sino-US tensions, and by 
extension the relationship between China and US allies, including 
Australia. Since the first Covid case was reported in China, critics 
and conspiracy theorists alike accused the Chinese government 
of “releasing” or even “manufacturing” the virus with an aim 
to infect the world. In January 2020, news.com.au, often billed 
as Australia’s most-visited news website (Mediaweek, 2021), 
published articles that fuelled these theories, with headlines 
such as “Four creepy coincidences in coronavirus outbreak” 
(Chung, 2020) or “Mystery lab next to coronavirus epicentre” 
(Seidel, 2020). While the idea that the SARS-CoV-2 virus may 
have accidentally found its way outside of the Wuhan Institute 
of Virology (WIV), where similar respiratory viruses were being 
studied, is a legitimate theory being investigated by scientists, 
the phrase “lab leak theory” soon became a catch-all term to 
include both the legitimate theory as well as a plethora of 
conspiracy theories. Examples of these conspiracy theories 
include that the virus was intentionally released to the public, or 
that it was manufactured as a bioweapon.  

PANDEMIC

Figure 8 |  Flow chart demonstrating the lab origin theory of SARS-CoV-2 and aspects of it subject to conspiracy theories or disinformation. 
Chart created by Stevie Zhang 
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The lab leak theory was heavily pushed by political actors, in 
part to pressure China to allow international investigators into 
Wuhan and the WIV. At the highest level, former US President 
Donald Trump and his then–secretary of state Mike Pompeo 
used the theory as a talking point in public remarks, despite 
former administration officials telling the media that evidence 
the government had at the time did not conclusively support 
the theory (Banco & Lippman, 2021). Trump’s inflammatory 
rhetoric, such as calling the virus the “Kung Flu”, not only lent 
the theory an undeserved air of legitimacy, but further fuelled 
speculation in favour of the conspiratorial aspects, such as the 
idea that the virus was deliberately engineered or purposely 
released. For earlier analysis on the politicisation of the lab 
leak theory, see Zhang 2021.  

Scientists have warned that the divisive debate about the 
lab leak theory is exacerbating existing tensions between 
China and the US, thereby making virus-origin investigations 
more difficult (Maxmen, 2021). Virologists also point out that 
demands for an investigation into the WIV are politicised and 
often sound like allegations. Rather than an escalating political 
rift, global solidarity is more important when it comes to 
preventing future pandemics. 

On the other hand, counter-theories that the virus was 
“created” by the US Centers for Disease Control and 
Prevention (CDC) (AFP FactCheck, 2020), or that it was 
circulating in a number of European countries before it was 
found in China in 2019 (Wu, 2022) were published on Chinese 
news sites and then posted by supporters on both Chinese- 

and English-language social media platforms. These narratives, 
shared by pro-China pundits and influencers, were covered 
extensively by Chinese state media (Global Times, 2021). One 
of the most prominent theories directed at the US concerned 
the now-closed biological laboratory at the Fort Detrick 
military installation in Maryland. Chinese foreign ministry 
spokesperson Wang Wenbin called for an investigation into 
the base in August 2021 (Embassy of the People’s Republic 
of China in the Commonwealth of Australia, 2021) as it “is 
the center of US bio-military activities and USAMRIID is the 
main research entity there. USAMRIID has long been engaged 
in coronavirus research and modification.” He added that 
“after the Institute was shut down because of serious safety 
incidents in 2019, disease with symptoms similar to that of 
COVID-19 broke out in the US.” 

At the time of publication, the evidence overwhelmingly 
points to a natural spillover from the animals sold in Wuhan’s 
Huanan Seafood Market. A study published in July 2022, 
conducted by 18 scientists from institutions around the world, 
found that the market was the early epicentre of the Covid-19 
pandemic, where “the earliest known COVID-19 cases from 
December 2019, including those without reported direct links, 
were geographically centered on this market” (Worobey et al., 
2022). Another study authored by 29 scientists, published on 
the same day, found that there were two variants introduced 
to humans, both of which were transmitted zoonotically, 
concluding that the most probable explanation was that 
the zoonotic jumps were “from as-yet-undetermined, 
intermediate host animals at the Huanan market” (Pekar et al., 

2022). Professor Edward Holmes, an Australian virologist from 
the University of Sydney who contributed to both studies, 
wrote for the Royal Australian College of General Practitioners 
that there was “not a single piece of data suggesting” that 
the virus was present at the WIV prior to the Huanan market 
outbreak: “There’s no evidence for a genome sequence or 
isolate of a precursor virus at the Wuhan Institute of Virology. 
Not from gene sequence databases, scientific publications, 
annual reports, student theses, social media, or 
emails” (Holmes, 2022). He concludes that the 
lab leak theory is simply “an unfalsifiable 
allegation”. The WHO-backed Scientific 
Advisory Group for the Origins of Novel 
Pathogens (SAGO) published similar 
findings in June 2022, noting that “there 
has not been any new data made 
available to evaluate the laboratory 
as a pathway of SARS-CoV-2 into the 
human population and recommends 
further investigations into this and all 
other possible pathways” (WHO, 2022). 

The theories above gained undue credibility as 
they were repeated by politicians and news outlets, 
while social media platforms’ recommendation algorithms 
repeatedly pushed them into online users’ feeds. Media 
reporting that failed to highlight the political implications 
brought on by these narratives, as well as the ongoing and 
ever-changing nature of the heavily criticised investigations 
into the origin of the virus, reinforced xenophobia and 
escalated tensions between China and the Western world. 
Furthermore, failure to distinguish between the legitimate 
lab leak theory and conspiracy versions has led to further 
stigmatising of China or people of Chinese origin being 
responsible for the pandemic.  

CHINESE DIASPORA 
MADE TARGETS OF RACISM  
A 2022 Lowy Institute report (Hsu & Kassam, 2022) surveying 
more than 1,000 Chinese Australians found “One in three 
respondents reports having been treated differently or less 
favourably in 2021 because of their Chinese heritage… one 

in five Chinese-Australians (18%) had been physically 
threatened or attacked because of their Chinese 

heritage”. The Chinese diaspora around the 
world has experienced racist abuse since 

the pandemic began, as United Nations 
Secretary-General António Guterres put 
it, “#COVID19 does not care who we 
are, where we live, or what we believe. 
Yet the pandemic continues to unleash 
a tsunami of hate and xenophobia, 
scapegoating and scaremongering.” 

(Guterres, 2020)  

News organisations initially referred to the 
coronavirus as the “Wuhan virus” (Phillips et al., 

2020) or the “Chinese virus” (Beaini et al., 2020), linking 
to the location where Covid-19 was first reported. These 
references were adopted widely by social media users and 
politicians alike, including then–US President Donald Trump. 
While Trump argued it was “not racist at all” (Rogers et al., 
2020), a Yale professor pointed out, “This behavior, and the 
stigma associated with referring to an illness in a way that 
deliberately creates unconscious (or conscious) bias, can keep 
people from getting care they may desperately need to get 
better and prevent others from getting sick” (Vazquez, 2020). 
In fact, two years after the pandemic began, a research paper 
published by scholars at The Ohio State University (Holt et 

T H E  T H E O R I E S . . . G A I N E D  U N D U E  C R E D I B I L I T Y  A S  T H E Y  W E R E 
R E P E A T E D  B Y  P O L I T I C I A N S  A N D  N E W S  O U T L E T S ,  W H I L E  S O C I A L 

M E D I A  P L A T F O R M S ’  R E C O M M E N D A T I O N  A L G O R I T H M S  R E P E A T E D L Y 
P U S H E D  T H E M  O N T O  U S E R S ’  F E E D S .



al., 2022) found that one media article 
using these stigmatising references 
is enough to increase the likelihood 
for people to blame China for the 
pandemic.  

Adding fuel to the flames is the lab 
leak theory, which as illustrated above 
blames the pandemic on China and 
ignited hatred against people of 
Chinese origin as well as those of 
Asian appearance. The theory again 
spread far and wide on social media in 
multiple languages. It was seized upon 
by groups with political agendas (Chan 
& Zhang, 2021), such as the anti–Chinese 
Communist Party Himalaya movement, 
to discredit their perceived enemy. 
Publications that continue to evoke the 
unproven theory may also benefit from 
views, clicks and advertising revenue 
as well as, for some journalists, a book 
deal (McDonald, 2021).  

The Chinese diaspora communities 
and people of Asian descent suffered. 
Online debate and verbal attacks 
turned into violent physical assaults 
against Asians. In California, a 16-year-
old Asian teen was attacked and 
accused of having Covid (Capatides, 
2020); a masked woman in New York 
was kicked, punched and called a 
“diseased bitch” (Palmer, 2020); two 
Asian women were spat on and told 
to “eat a bat” in the Sydney suburb 
of Marrickville (Dinjaski, 2020). While 
movements such as Stop Asian Hate 
have been launched to denounce 
violence against Asians, the pandemic 
and the anti-Chinese stigma associated 
with it have become a convenient 
weapon for some politicians.  
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Australia’s Chinese diaspora communities were targeted during 
the lead-up to the 2022 federal election as well. We discuss 
this further below in the “Election” section.  

SOCIAL MEDIA BECAME AN APPARATUS 
FOR SPREADING COVID DISINFORMATION
There are no geographical barriers on social media. It is a 
function that is supposed to help people stay connected, 
but which has also been exploited to facilitate the spread 
of disinformation. False and misleading claims circulating in 
Australia, for instance, would sometimes be discussed in some 
of the most popular online shows and podcasts in the world 
(Hibberd, 2022).  

In November 2021, US podcaster Joe Rogan mistook a skit as 
evidence that Australia is subjected to tyrannical rule. The 
podcaster shared a segment from Australian comedy series 
Gruen as proof that “Australia had the worst reaction to the 
pandemic with dystopian, police-state measures that are 
truly inconceivable to the rest of the civilized world”. He 
later added “EDIT: apparently this is not a real ad. It’s from a 
satirical show”, but the post had potentially reached some of 
his 13 million Instagram followers (his followership has since 
grown to over 15 million). Rogan has an outsized influence in 
the English-speaking world with his podcast, The Joe Rogan 
Experience, which consistently tops the Spotify podcast 
chart in countries including Australia, Canada, the UK and US. 
Similarly in December 2021, American right-wing personality 
Stew Peters and Red Voice Media, a conservative news and 
opinion site he co-founded, shared videos purportedly from 
Indigenous community leaders in Australia falsely stating 
that the government was physically forcing vaccination on 
Aboriginal people in the Northern Territory. Peters, who has a 
history of sharing disinformation (AAP FactCheck, 2021), wrote 
in the title of his video: “BREAKING: Aboriginals HUNTED BY 
MILITARY, Kids JABBED BY FORCE”.   
  
The videos, which specifically made claims about the Binjari, 
Rockhole, and Katherine communities which were at the time 
in lockdown (Perera & Vivian, 2021), have been refuted by 
the Aboriginal Medical Services Alliance Northern Territory 

(AMSANT) and the Wurli-Wurlinjang Aboriginal Health Service 
in Katherine, which said, “We have been treated with a lot of 
respect and appreciate all the support being given by these 
support personnel people. We are in lockdown because we’re 
in the biggest fight of our lives.” Residents also spoke to local 
media directly refuting the misinformation spreading on social 
media (Saroukos, 2021). 

ABUSE OF VACCINE REACTION 
REPORTING REPOSITORIES 
The ability of online disinformation to traverse national 
borders does, however, offer an advantage: by tracking how 
a narrative travels online, journalists and researchers are able 
to study the pattern and provide insights and warnings to the 
general public.   
  
One such example concerns the analysis of the misuse and 
misrepresentation of the data from the US Vaccine Adverse 
Event Reporting System (VAERS) (Beaman & Chan, 2021). The 
publicly accessible database includes reports voluntarily filed 
by individuals, healthcare providers and vaccine manufacturers 
on what they believe to be an adverse reaction to the Covid 
vaccine. These reports are unvetted so the connection, if any, 
between a vaccine and a health condition remains unclear. 
However, the fact that VAERS reports are unverified and 
therefore do not indicate the causality of adverse events is 
often conveniently ignored.   
  
First Draft’s researchers noted a similar misinterpretation 
and weaponisation of public data in Australia, concerning 
its own reporting systems, the Database of Adverse Event 
Notifications (DAEN). Screenshots of voluntary reports would 
crop out any disclaimer that the event may or may not be 
connected to a vaccine.   
  
By identifying and collating examples across the world of how 
vaccine reporting systems are abused, researchers are able 
to issue timely warnings for social media users to think twice 
before further circulating any screenshots and references 
from these databases.  
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Weather events have proven to be particularly 

susceptible to misleading or false 
interpretation, and Australia is no exception. 
This can then easily be picked up and turned 

into disinformation, which can in turn be shared by audiences 
who may unwittingly believe this to be true — creating a cycle 
of Information Disorder. This section provides pre-pandemic 
and current context with examples of misinformation and 
disinformation, to track the growth of environment-related 
conspiracy theories in Australia. 

AUSTRALIAN SUMMER OF BUSHFIRES 
2019–2020
Australia’s summer of bushfires beginning in late 2019 was 
a watershed moment illustrating how anything that carries 
information — from maps, to memes and even police media 
reports — can be used for mis-and disinformation. This section 
outlines some of the tools and tactics used by agents of 
disinformation at the time. This sets the scene for the following 
section on the floods of 2022, where tactics and conspiracy 
theories further proliferated.

As the ACPDM discussion paper noted (UTS Centre for Media 
Transition, 2020), the celebrity Rihanna tweeted a highly 
misleading picture of Australia during the bushfires to her 96 
million followers which enabled mass amplification. The 3D art 
had been mistaken for a satellite photograph by many online. 
However, the artists who created it later explained it was a 

visualisation made from hotspot data from 31 days of fires, and 
others had shared it with an incorrect caption labelling it as a 
NASA photograph (see Figure 9).

Shortly after this, First Draft’s Australian Bureau provided further 
examples of problematic bushfire maps with educational 
resources for journalists and the public on how to avoid 
misleading maps (Dotto & Berkefeld, 2020).

In times of crisis and breaking news, it is common for misleading 
photos and videos to circulate online, providing an opportunity 
for bad actors to take advantage and spread disinformation 
to further their own cause or agenda. For example, a photo of 
a little girl wearing breathing apparatus in front of flames was 
created by an artist in December 2019 (AFP Australia, 2020a) 
and is clearly marked as #photoshop. However, the image went 
viral globally in January with hashtags on Twitter and Instagram 
linked to the Australian bushfires as if the image was real. 

AFP FactCheck found eight photos circulating on Facebook 
purporting to represent the Australian bushfires that were in 
fact old photos, some dating back to 2003, and previously used 
in news reports from Indonesia and the Philippines as well as 
photos from California bushfires (AFP Australia, 2020b). Photos 
with tens of thousands of shares on Facebook later showing 
botanical re-growth after the bushfires have also been found to 
have dated back in some cases to 2009 (AFP Australia, 2020c). 
The problem above shows how easy it is for mistakes to be 
picked up and used by bad actors.

CLIMATE
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Satirical memes were also a daily feature of online bushfire 
commentary. Memes often use satire and parody to reflect 
upon the issues of the day. If a story on a satirical website 
is shared by an audience member who doesn’t realise they 
were consuming satire and shares it in the mistaken belief 
that this story is true, then that is classed as misinformation. 
But memes can range from having political undertones, to 
hyperpartisan campaigns to discredit those with different 
beliefs. In the case of the bushfires, memes were used 
to reflect on political ‘blame games’ and leadership. Poor 
journalism and misinformation over the role of arson in the 
bushfires also led to an inundation of memes, while in some 
cases, these also took the form of TikTok videos, which went 
viral during the bushfires for questioning then–prime minister 
Scott Morrison’s leadership and inaction. Many such videos 
were viewed hundreds of thousands of times each (Zhou, 
2019). However, other memes were used as a mechanism to 
spread disinformation, ranging from conspiratorial theories 
about climate change and 5G to climate-science denialism.

Arson emergency
Graham and Keller from Queensland University of 
Technology studied 300 Twitter accounts driving the 
#arsonemergency hashtag and found that it was rife with 
“inauthentic behaviour” — more so than the #AustraliaFire 
and #BushfireAustralia hashtags (Stilgherrian, 2020). The 
inauthentic behaviour was made up of both bots and trolls 
spreading disinformation online, beginning in November 2019 
when the hashtag #ClimateEmergency began trending during 
the first round of bushfires. The researchers documented a 
rise in accounts attempting to replace #ClimateEmergency 
with #ArsonEmergency. The hashtag didn’t pick up in usage 
until early 2020 when the researchers found it was pushed in 
a sustained effort by around 300 accounts. From here, it was 
adopted by genuine accounts as the narrative was pushed 
further into mainstream conversation. These findings suggest 
to the researchers that there was some kind of organised 
campaign behind the accounts, although not to the scale of 
campaigns such as the one around the US elections in 2016.
Disinformation agents also attempted to link the topic of 
arson in Australia to anti-Islam conspiracy theories accusing 
ISIS of ordering its followers to set fires as part of a jihad 
(Landis-Hanley, 2020). Prominent far-right anti-Islam activist 
Tommy Robinson’s site TR News published an article on 

January 7, 2020, linking the court appearance of two teens 
in Australia accused of starting a grassfire to an ISIS order. 
This in turn was picked up the following day by alt-right 
commentator Stefan Molyneux. The false narrative of a ‘fire 
jihad’ was amplified by an Indian outlet which speculated on 
the possibility but with no investigation or research into the 
claims (Nanjappa, 2020).

Narratives about arson were further exacerbated that same 
day after The Australian reported more than 180 alleged 
arsonists had been arrested since the start of 2019 (Ross & 
Reid, 2020). This, and many other headlines, misconstrued 
a New South Wales Police media release.  As Vox quickly 
reported in a debunk: “What the release actually says is that 
legal action was taken against 183 people since November 8, 
2019, for fire-related offences, including things like improperly 
discarding cigarettes or not taking enough precautions around 
machinery, i.e. not arson” (Irfan, 2020). The false claim was 
picked up and amplified on the international stage, including 
by far-right figures and websites. Confusion and a lack of 
immediate, clear information over the arson arrests caused 
further speculation and misinformation.
Other conspiracy theories also drew on the arson theme to 

Figure 9 |  An example of misinformation cirulated during the 2020 bushfires 

allege fires were deliberately lit in order to clear the way for 
a high-speed rail corridor. High profile US-based conspiracy 
theorist Alex Jones on his InfoWars programme pushed this 
theory and alleged it was being financed by the Communist 
Chinese. His program included callers who were purportedly 
ordinary citizens of Australia to discuss this as part of the 
Agenda 23 New World Order conspiracy theory. The program 
was spread further and later reposted on YouTube.

Memes were used as disinformation content in viral climate-
denying strategies throughout social media and video 
platforms. For example, Buzzfeed Australia noted posts 
“pegged to the Australian bushfires have been among the 
best-performing posts on the ‘Climate Change LIES’ Facebook 
page over the last 12 months” which used a superimposed 
meme character often used in far-right memes as an arsonist 
(Ryan & Wilson, 2020). The Facebook page’s top performing 
post picked up an opinion article during the first round of 
bushfires by the Sydney Morning Herald on November 18, 
with the headline “Arson, mischief and recklessness: 87 per 
cent of fires are man-made” (Read, 2019). As Buzzfeed Australia 
noted, this headline was “ripe for confusion — the figures 
in the article were about fires more broadly and not the 



Figure 10 |  A post in a conspiracy theory Telegram chat group  
of the fan-like shape caused by a technical glitch

Figure 11 |   A post in a conspiracy theory Telegram chat group 
of a diagonal beam taken as evidence of weather manipulation
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bushfires specifically” (Ryan & Wilson, 2020). The “Climate 
Change LIES” page added “not global warming” to its own 
headline, with the post shared over 1,100 times.

FLOODING
By 2022, water and flood-related mis- and disinformation 
received renewed attention on social media. A series of 
floods along Australia’s east in early 2022 produced one of 
the nation’s worst recorded flood disasters. As this section 
outlines, notable at this time was the rise in conspiracy 
theories that claimed geo-engineering or “weather 
manipulation” was responsible for the events. As AFP 
reported, climate change denial TikTok posts that received 
tens of thousands of views were then reshared on Facebook 
and Twitter, which brought the misinformation and hoaxes to 
new audiences (Tan & AFP Australia, 2022).

Climate change conspiracy theories
Narratives that emerged from these unprecedented floods 
focused on the broad theme of government control, as anti-
vaccine and anti-lockdown activists capitalised on their “pro-
freedom” platforms to pivot to climate-related conspiracy 
theories. Many of these users turned to open-source data 
to bolster their claims. For example, during the March 2022 
floods, users focused on visual abnormalities (see figure 10), 
that appeared on the Bureau of Meteorology rain radar map. 
The fan-like circular shape that appeared on the map for only 
a few seconds was likely caused by a technical glitch, but led 
to conspiracy theories about the government manipulating 
the weather. Meanwhile, another clip of the BOM map was 
similarly subject to conspiracy theories, this time showing 
a long triangular shape. It may have been a moving trough, 
but was uploaded to social media spaces and interpreted 
by Telegram users as a “beam” and was seen as a sign of 
“manipulated weather” (see figure 11).  

In another example, conspiracy communities also misused 
flight patterns found on flight tracking apps. Users on 
Telegram and Instagram claimed that unusual flight patterns 
in Australia spotted on the flight-tracking website Flightradar 
were signs of weather manipulation and cloud seeding. 
While cloud seeding is a technology that has been used for 
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decades (Gray & Ramirez, 2022), conspiracy groups made false 
‘chemtrail’ claims, referring to a long standing conspiracy 
theory that governments are exposing the public to chemical 
or biological agents by spraying them in the sky from aircraft 
(David Keith’s Research Group, n.d.). Comments with these 
claims thought that this was the cause of the predicted heavy 
rainfall. However, as the Flightradar site observed, the more 
likely explanation is that these flight patterns, though odd-
looking, show standard aerial surveillance, likely conducted by 
“large online mapping services like Google Maps and Bing or 
for more specialized purposes like agricultural inspection or 
real estate development” (Petchenik, 2015). 

Screenshots of similar flight patterns in the airspaces of South 
Australia and Western Australia have led to similar conspiracy 
theorising, though outside of the context of floods. In one 
example, flight-radar pictures were uploaded to Instagram, but 
comments speculated that the flights would damage crops 
and poison tap water.

Since Covid-19 vaccines and the pandemic have gradually 
retreated from headlines, our research shows that fringe 
communities that focused on opposing pandemic prevention 
measures have shifted more attention to conspiracy theories 
about the climate. Not only have they spread conspiracy 
theories about specific natural disaster events, such as the 
2022 floods, many also advanced claims that climate change 
is a hoax pushed by governments or other nefarious actors 
in power. To these communities, recent extreme weather 
events such as flooding, storms, or hurricanes are human 
modification of the weather. In one poll conducted in July 
2022, a Telegram channel asked its over 71,000 subscribers 
what they believed was the true cause of flooding around 
the world. Results showed that 70 percent of respondents 
believed the floods were caused by weather modification and 
HAARP, the High-frequency Active Auroral Research Program 
that can “temporarily excite a limited area of the ionosphere 
for scientific study” (University of Alaska Fairbanks, n.d.). 
Conspiracy theories that falsely claim extreme weather events 
are caused by HAARP have circulated elsewhere around the 
world as well (Marchant de Abreau, 2021). 

Meteorological catastrophes are on the rise and extreme 
weather events have become the “new normal” (Priest, 2022). 
The above examples, from bushfires to floods, illustrate how 
weather events can swiftly attract a flurry of dangerous 

pandemic response then served as a gateway for belief in 
deeper conspiracies, such as the presence of a “deep state” 
or a “globalist” movement for coercion or control over the 
global population. Other similar pipelines that radicalised 
fringe communities have been documented, including the 
wellness-to-far-right (McGrath, 2021) or wellness-to-QAnon 
(Meltzer, 2021) pipelines. In some cases, such as Pizzagate 
(Robb, 2017), these conspiracy theories have led to real 
world harm. 

C O N S P I R A C Y  T H E O R I E S  W H I C H  A T T E M P T  T O  A P P E A L 
T O  A U D I E N C E  E M O T I O N S  . . .  C A N  U N D E R M I N E 

T H E  W O R K  O F  C L I M A T E  S C I E N T I S T S

conspiracy theories which attempt to appeal to audience 
emotions, and can undermine the work of climate scientists. 
Researchers should also be aware that mass events such as 
the Covid-19 pandemic have the potential to amass a greater 
following for other conspiracy theories such as those about 
climate outlined above. Many of the groups we monitored 
and researched, from which climate-related conspiracy 
theories have emerged, were initially created to question 
or protest Covid-19 pandemic measures such as masking, 
lockdowns, or vaccines, and have members in the tens of 
thousands each. Conspiratorial thinking around governments’ 

Figure 12 |  An Instagram post showing unusual flight patterns over NSW, 
claimed to be signs of the chemtrails conspiracy theory

Figure 13 |  A poll conducted in a 
conspiratorial Telegram group



I N F O  D I S O R D E R :  L E S S O N S  F R O M  A U S T R A L I A3 2 3 3

05 Election misinformation has become a fixture across 
the world, especially after false claims of widespread 
fraud were popularised during and after the US 2020 
election. Agents of disinformation will use all steps 

in the electoral process to sow doubt and undermine public 
confidence in the process, candidates or parties. Research 
(Chan et al., 2022) has shown that disinformation narratives 
about electoral fraud tend to fall into the following three 
tracks:

• Disinformation intended to discredit candidates and 
confuse the public

• Use of information operations to disrupt election 
infrastructure

• Undermining public confidence in electoral processes 
after an election has taken place.

NARRATIVES AND ELECTION PROCESSES

During the 2022 Australian federal election, we saw some 
of these same themes circulate. Narratives that emerged 
from the 2020 US election were imported and localised here 
— for example, former senator Rod Culleton, who leads the 
Great Australian Party, hinted prior to the election being 
officially called that widespread voter fraud would take place 
in Australia. Culleton claimed that Dominion Voting Systems 
(Culleton, 2021), which was subject to debunked conspiracy 
theories in the US (Smartmatic, 2020), would be used in our 
election. The AEC quickly clarified that electronic voting 
would not be seen in Australia anytime soon (Australian 
Electoral Commission, 2021). 

Similar narratives casting doubt on the integrity of our 
electoral system circulated throughout the election 

campaigning period. For example, people were explicitly told 
not to cast postal votes due to unfounded claims that vote 
tampering would be more likely (Smit, 2022). This narrative 
was heavily promoted by former President Trump before the 
US election (Reality Check team, 2020), and localised after 
an Australia Post worker was reportedly suspended after 
being caught on camera dumping postal vote applications (A 
Current Affair, 2022), leading to a perceived bias of Australia 
Post as an institution. Seniors in nursing homes were further 
told that staff assisting them could change their votes 
(Reignite Democracy Australia, 2022). 

Meanwhile, on polling day, videos and recordings emerged 
from conspiratorial communities that purported to show AEC 
staff committing electoral fraud, some in person and some 
over the phone while answering questions. The AEC told 
us via email response on August 1 2022 that investigations 
into the validity of these recordings (Australian Electoral 
Commission, 2022) are still ongoing, as “suspicions arose 
regarding the legitimacy… given they didn’t all show signs 
of the interaction structure or language we’d expect, or 
had observed, from such calls.” One such claim alleging 
electoral fraud was about AEC advice given to voters by staff 
regarding the ‘blank’ boxes on the Senate ballot. Independent 
candidates are usually grouped together at the end of the 
ballot paper, but, as the AEC confirmed to us, those running 
together as part of an unendorsed group are ineligible for 
‘Independent’ status and are therefore shown on the ballot 
under an unlabelled box above the line. Videos that circulated 
purportedly showed AEC staff telling people not to number 
these ‘blank’ boxes (Jonas, 2022), leading to accusations 
that the AEC was “giving out information that is totally 
incorrect, misleading voters” (Dickson, 2022) and “[sabotaging] 
independent candidates” (Reignite Democracy Australia, 
2022a). 

ELECTION
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AD LIBRARY MONITORING
Disinformation during the 2022 Australian election did not 
only come from fringe groups. Both major and minor parties, 
as well as lobbying groups acting in support of certain 
parties, engaged in political messaging that contained false or 
misleading information. In our monitoring of Meta’s ad library, 
we found a variety of conspiratorial content, scare campaigns 
and disinformation related to the electoral process, all within 
Meta’s Australian “social issues, elections or politics” category. 

A popular narrative this election, which the Coalition and 
supporting lobby group Advance Australia leaned into, was 
the idea that the Greens would have a disproportionate 
influence over a Labor government as well as independent 
candidates. Ads authorised by the Coalition claimed that 
electing Labor would mean installing in government a Labor–
Greens alliance (Stoker, 2022). Independent candidates such 
as Zali Steggall (Advance Australia, 2022) and David Pocock 
(Advance Australia, 2022a) were also portrayed to be operating 
as clandestine Greens members, not only in online ads but 
also in newspapers, on offline billboards and trucks (Advance 
Australia 2022b). These ads featuring Steggall and Pocock, 

authorised by Advance Australia, were later found by the 
AEC to be in breach of section 329 of the Electoral Act, for 
being “likely to mislead or deceive an elector in relation 
to the casting of a vote” (Australian Electoral Commission, 
2022a). While linking parties and their policies may be a 
common political campaigning strategy, ads like those placed 
by Advance Australia can still contain false or misleading 
information and misrepresent parties or candidates in the 
running. 

Notably, the United Australia Party spent big during this 
election, in excess of $1.2 million between March 1 and the 
May 21 polling day. Their paid content often surpassed one 
million impressions, and frequently placed conspiracy theories 
previously confined to closed and semi-closed spaces into 
the feeds of people from every demographic. Their ads often 
referenced the World Economic Forum or the Great Reset, 
alongside claims that major parties and their candidates were 
“pawns” or “puppets” in a globalist conspiracy. Alongside One 
Nation and other fringe parties, they also promoted anti-
vaccine, anti-lockdown narratives, including claims of “medical 
apartheid” and violations of the 1947 Nuremberg Code, as well 
as calls for the government to be tried for “treason”. 

As noted, these conspiracy theories were previously confined 
to closed and semi-closed spaces, such as on Telegram. 
However, with the resources of Clive Palmer, they were served 
to a much larger audience through platforms like Facebook, 
Instagram, as well as Google, YouTube and elsewhere offline 
such as on corflutes and through text messages. Other 
advertisers that also promoted similar narratives may have 
only garnered a small audience, but the sheer volume led 
to an unprecedented accumulation of false and misleading 
content. 

The election did not award these conspiratorial parties 
a single seat in the lower house (Australian Electoral 
Commission, 2022b). However, the ability for conspiracy-
theory groups to reach voters online and through text is 
concerning, particularly as research into these spaces can 
be difficult (Wardle, 2019). There are also no current barriers 
against proliferation of mis- or disinformation in political 
advertising, as long as it comes with a disclaimer and does not 
mislead electors in relation to the casting of a vote. As the 
AEC clarified numerous times, it has “no role in regulating the 

political content of electoral communications” (Australian 
Electoral Commission, 2022c). 

MIGRANT AND DIASPORA COMMUNITIES
Worth especially noting here is the role of multicultural or 
diasporic groups during this federal election. These groups 
are often not reached by mainstream messaging or included 
in mainstream media reporting, despite being deliberately 
courted by politicians. After polling day, The Guardian 
reported that there was a disproportionately high number 
of invalid votes cast from culturally diverse seats (Davies, 
2022), prompting concerns about whether explanations of 
Australia’s preferential voting system were getting through. 
According to the report, some voters failed to fill all squares 
on the House of Representatives ballot paper, or they put 
a tick or cross next to a chosen candidate, rather than a 
number, rendering their votes invalid. 

While the AEC ran a social media campaign this election 
that has generally been regarded as successful (Miller & 
Vinall, 2022), answering voters’ questions promptly on 
Twitter with a sense of humour, a greater effort is needed 
to address the specific needs of communities made up of 
largely non-English-speaking members. 

During this election, we also observed that these migrant 
and diaspora communities may have been impacted by 
the aggressive campaigns run on issues relating to China. 
In some cases, the campaigns were overtly racist — for 
example, Senator Pauline Hanson published a cartoon in 
April (Worthington & Workman, 2022) which weaponised 
satire to push false claims of voter fraud, such as dead 
people voting or postal votes being stolen. The video was 
later taken down from Hanson’s official channels after the 
AEC lodged complaints to social media companies, but 
was viewed over a million times collectively (Davis, 2022), 
and versions continued to circulate among users. What 
went unaddressed, however, was the racism — the cartoon 
showed a bat in a bowl of soup, clearly referencing a video 
of a Chinese girl eating bat soup that went viral in the early 
days of the pandemic. The video was falsely described as 
having taken place in Wuhan (it was actually taken in Palau), 
and social media users used it to blame supposedly “dirty” 
Chinese eating habits for the outbreak of Covid-19 (Palmer, 

2020), sending the girl a slew of abuse and death threats 
(O’Neill, 2020) and further fuelling anti-Asian racism. 

Australia and China’s deteriorating relationship has also fuelled 
harmful campaigns this election, with Chinese diaspora groups 
bearing the brunt of these tensions (Chan & Zhang, 2021). 
Both major and minor parties rolled out hawkish claims about 
China’s influence in Australia, contributing to the “reds under 
the bed” environment (Bergin, 2022) — for example, ads paid 
for by the Coalition claimed that Anthony Albanese had been 
endorsed by the Chinese Communist Party (CCP) (O’Sullivan, 
2022), while Advance Australia’s mobile billboards linked the 
Labor party to CCP imagery (see figure 15). 

The Liberals were targeted by similar accusations, namely, the 
official page of the Labor’s Queensland state branch claimed 
that the Hong Kong-born Chisholm candidate, Gladys Liu, 

Figure 15 |  Conservative lobby group Advance Australia used 
billboards and roving trucks to claim that the Labor party was 
the Chinese communist Party and Xi Jinping’s preferred party
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was a Chinese spy (Bali & Workman, 2022). She 
was also accused of “taking money from the 
Chinese government” by Queensland Senate 
candidate Drew Pavlou (Lucas, 2022), who 
also ran roving billboards that labelled Liu “Xi 
Jinping’s candidate for Chisholm” (Mok, 2022). 
These allegations aren’t new to Liu — she was 
elected to Parliament amidst similar accusations 
for working on commerce bodies that have 
been “linked to the Chinese government’s 
United Front Work propaganda and foreign 
influence activities” (Manuel, 2019). 

Speculation about a politician’s possible links to 
the Chinese government has been a mainstay 
in Australian politics for the past decade, not 
only affecting candidates themselves but also 
staffers. For example, Daniel Andrews has been 
subject to scrutiny numerous times, such as in 
2020 when The Australian reported a staffer 
to have taken a propaganda course held by 
the Overseas Chinese Affairs Office of China’s 
State Council (Baxendale, 2020), or in 2019 when 
the Herald Sun reported that his parliamentary 
secretary for Asia Engagement had ties to 
numerous Chinese lobby groups (Minear, 2018). 
Faced with this landscape, members of the 
Chinese diaspora who are publicly political 
are often treated as “guilty by association”. 
Allegations of ties to the CCP are often based 
on involvement in local Chinese community 
groups set up by the CCP, which does not 
necessarily mean the individuals themselves 
are involved in the party. A 2021 report 
from the Lowy Institute demonstrates this 
further — while most participants were 
aware of the Chinese government’s interests 
in influencing Australian society and politics 
(with this influence more deeply felt in certain 
communities such as among Tibetans or 
Uyghurs), motivations for interacting with these 
groups are often unrelated. One Chinese-
Australian journalist said these groups “help 
people adjust to Australian life, but have been 
demonised in the Australian political debate”, 

and that ‘united front work’ has now become a “catch-all 
term”, used “much more widely than what it actually does and 
gets way more credit” (McGregor, Kassam & Hsu, 2021). 
One consequence of this environment, as documented in a 
Senate inquiry into issues facing diaspora communities in 
October 2020, is that those who are interested in 
a political career may hesitate to enter the 
political arena. Three Chinese Australians 
spoke to the Inquiry about difficulties 
members of the Chinese diaspora 
face in being pulled both ways in 
the much broader geopolitical 
context, leading to reluctance to 
participate in public debate (Hurst, 
2020). They were subsequently 
asked by a conservative senator 
to “unequivocally condemn” the 
CCP — exactly proving the type 
of “gotcha loyalty tests” Chinese 
individuals are subjected to, simply due 
to their ethnicity or appearance (Chiu, 
2020). Positive sentiment about China may 
lead to Australian backlash, while public criticism 
of China can lead to physical harm for family or friends still 
in mainland China, or even detention or prosecution upon 
return (Hale, 2022): these conditions strongly discourage 
Chinese Australians from engaging in Australian politics, and 
if they do, they often drop out over fear of harassment, like 
one woman did during the Glen Eira City Council elections 
in October 2020 after being accused of being an agent of 
Chinese influence (Galloway & Chung, 2020). 

Mainstream misunderstanding of diasporic groups is by no 
means limited to the Chinese community. During the election 
campaign, both Anthony Albanese and Scott Morrison were 
seen wearing a saffron scarf bearing the logo of the Vishva 

Hindu Parishad (VHP), which has been described as a 
“right-wing Hindu terrorist organization” for its 

attacks on Muslims and Christians in India 
(Bali & Bogle, 2022). While the VHP in 

Australia is legally a separate entity 
to the VHP in India, the lines are 

blurred — they use the same 
logo, VHP lists VHP Australia on 
its website, and VHP Australia 
has hosted VHP leaders as 
recently as 2016. Despite the 
well-meaning meetings with the 
Hindu Council of Australia to court 

Indian diaspora votes, the failure to 
catch this potential meaning signals 

a broader lack of understanding of 
diaspora communities and a greater need 

for mainstream society to be in conversation 
with experts of underrepresented groups. 

This lack of familiarity with cultural and racial groups and 
traditions and community members’ patterns of activity 
can foster an environment where disinformation flourishes 
because there are heightened risks of misunderstanding, 
misinterpretation, and stereotyping (Chan & Zhang, 2021) in 
relation to already-underrepresented communities. And these 
issues can impact the political representation of multicultural 
groups, as seen by the proportion of informal votes cast in 
seats such as Fowler, which has one of the highest non-
English-speaking populations. 

L A C K  O F  F A M I L I A R I T Y  W I T H  C U L T U R A L  A N D  R A C I A L  G R O U P S  A N D 
T R A D I T I O N S  A N D  C O M M U N I T Y  M E M B E R S ’  P A T T E R N S  O F  A C T I V I T Y 

C A N  F O S T E R  A N  E N V I R O N M E N T  W H E R E  D I S I N F O R M A T I O N  F L O U R I S H E S 
B E C A U S E  T H E R E  A R E  H E I G H T E N E D  R I S K S  O F  M I S U N D E R S T A N D I N G , 

M I S I N T E R P R E T A T I O N  A N D  S T E R E O T Y P I N G
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06
The last few years have seen strong movement 

towards the regulation of digital platforms to 
address information disorder. The first substantial 
effort to regulate came in the EU, following 

growing evidence of Russian disinformation campaigns, the 
rise of monetised fake news during the US 2016 election 
and the European elections that same year. The EU Code on 
Disinformation was launched in 2018.

Moves to regulate have since gathered pace in other 
jurisdictions, with the release of the Australian Code of 
Practice on Disinformation and Misinformation (ACPDM) in 
February 2021, the ongoing consideration of the Online Safety 
Bill in the UK Parliament and the launch of a strengthened EU 
code in June 2022. Other countries have also introduced or 
are considering legislation.

In this chapter we first examine the current regulatory 
situation in Australia before looking at developments 
overseas.

AUSTRALIA
In December 2019, following the release of the ACCC’s 
landmark Digital Platforms Inquiry final report, the Australian 
government asked major digital platforms to develop a 
voluntary code of practice to address growing concerns 
about disinformation and the quality of online news. The 
Australian Communications and Media Authority (ACMA) was 
appointed to oversee the development of the code and to 
report to government on its effectiveness. 

In June 2020 ACMA released a position paper to guide 
code development. The paper urged industry to take a 
comprehensive and inclusive approach to the scope of 
the code and to include robust transparency and reporting 
measures tied to concrete outcomes (ACMA, 2020). The paper 
noted the fluidity between different types of information 
disorder, as we outlined in Chapter 1 above, and the difficulty 
of identifying an intent to harm, arguing that restricting 
the code to disinformation would fail to address the wide 
range of potential harms arising from misinformation, as 
seen during the Covid pandemic. It also noted that the 
government’s call for an industry code came in response to 
both recommendations 14 and 15 of the Digital Platforms 
Inquiry final report. Recommendation 14 called for the ACMA 
to monitor ongoing platform efforts to address problems 
with the broader information environment including 
misinformation, and to conduct research into the effects of 
filter bubbles, echo chambers and other potential problems. 
Recommendation 15 called for a mandatory code to address 
disinformation, with the ACMA or another regulator to 
oversee a complaints-based enforcement system. 

In February 2021, following public consultation on a draft 
code, industry group DIGI released the ACDPM (DIGI, 2021). 
Initial signatories were Google, Meta, Microsoft, Redbubble, 
Tiktok and Twitter, with Adobe and Apple joining soon after.
The code includes misinformation but excludes some types 
of content (professional news, political advertising) and 
services (private messaging) associated with the dissemination 
of misinformation and disinformation. Since launching the 
code, DIGI has introduced a code governance framework with 
independent input into both code oversight and evaluation of 
annual platform transparency reports. 

REGULATION
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In June 2021 ACMA submitted a report to government on the 
adequacy of digital platforms’ responses to misinformation 
and disinformation, including the code. The report was 
released by the government in March 2022. 

Amongst ACMA’s findings (ACMA, 2021) were that:

• the scope of the code was too narrow with a high 
threshold for action

• the code was too generous in allowing platforms to opt 
in to commitments relevant to their services

• with appropriate caveats, private messaging, professional 
news content and issues-based advertising should be in 
scope

• the code should include industry-wide frameworks for 
the development and implementation of individual 
platform measures, such as frameworks to establish 
criteria for assessing harm and for news and information 
quality as well as processes for sharing information and 
commitments to address risks arising from platform 
algorithms and architecture

• platform reporting lacked consistency and the detail 
necessary to assess the effectiveness of platform 
measures and performance over time.

ACMA’s recommendations included providing ACMA with 
information-gathering powers to overcome shortcomings 
in platform reporting, and reserve powers to register 
and enforce industry codes and standards. While ACMA 
recommended that industry be given ‘additional time to bed 

down its voluntary code’, once exercised, the recommended 
reserve powers would essentially shift the scheme from self- 
to co-regulation. 

On the release of the report, the then Liberal government 
announced that it would move to introduce legislation to 
provide ACMA with the recommended powers. At the time 
of publication, the new Labor government, in power since the 
federal election in May 2022, had not indicated whether it will 
continue with the policy announced by its predecessor.

DIGI announced a review of the code on June 6, including 
consultation on the code scope. Submissions were under 
consideration at the time of publication.

THE EUROPEAN UNION

The 2018 code

The EU Code of Practice on Disinformation was released in 
October 2018 with major platforms Google, Facebook, Twitter 
and Mozilla signing up, and later, Microsoft and Tiktok. Several 
advertising industry groups also joined. 

The 2018 code was restricted to disinformation, with 
misinformation excluded ostensibly to protect freedom of 

expression (European Commission, 2018). The code included 
commitments to introduce measures to address financial 
incentives to spread disinformation, increasing transparency of 
political advertising, and developing technological means to 
prioritise authentic and authoritative information.

The main criticisms of the 2018 code were that it lacked 
concrete commitments and mechanisms for measuring 
signatory performance against the code. This was borne out 
by signatories’ transparency reports, which were criticised 
for being very high level and lacking in performance data 
(Pamment, 2020; European Commission, 2020a). Some 
criticisms extended to the code’s self-regulatory framework 
(Pamment, 2020).

While the 2018 code fell short of the European Commission’s 
(EC) ambitions, it was a first step towards industry regulation 
to address online information disorder and provided a model 
for subsequent efforts including the Australian code. 

The 2022 code
In December 2020 the EC released its European Democracy 
Action Plan, outlining an intention to move towards a co-
regulatory framework to address disinformation (European 
Commission, 2020b). The Digital Services Act (European 
Commission, 2020c), which came into force on 16 November 
2022, includes a co-regulatory scheme for ‘very large’ 
online platforms (those reaching more than 10% of the EU 
population—i.e. currently around 45 million people) that 
would enforce compliance with industry codes of conduct, 
including the EU disinformation code. The scheme would 
require annual independent audits and allow fines to be 
imposed for breaches.

In May 2021 the EC released guidance for strengthening 
the EU code (European Commission, 2021a). The guidance 
called for finer-grained commitments and KPIs to measure 
signatory performance, greater attention to countering 
financial incentives, increased cooperation in the exchange 
of information and collaboration on shared industry 
frameworks for addressing disinformation. Given the 
rise of viral misinformation during Covid-19, the paper 
argued that the code needed to address misinformation 
alongside disinformation, with appropriate safeguards for 
freedom of speech. It also called for the participation of 

messaging services and a wider range of advertising industry 
stakeholders, and urged platforms to commit to increasing 
transparency, accountability and safety in system architecture.

Industry released a revised code on 16 June 2022 (European 
Commission, 2022). The strengthened code sets much 
higher standards for comprehensiveness, accountability and 
transparency than the 2018 code. The scope of the code 
is broader, covering misinformation, information influence 
operations and foreign interference in the information space 
as elements of ‘disinformation’, as well as disinformation more 
narrowly conceived.

The code commitments are much more detailed than in 
the 2018 code, with each commitment comprising several 
outcomes and specifying qualitative and, where appropriate, 
quantitative KPIs to improve consistency and comparability of 
platform reporting.

The strengthened code requires signatories to form formal 
working groups, advisory bodies and other partnerships with 
experts and stakeholders to develop best-practice measures 
and collaborative processes and to share information 
and research. It also requires platforms to increase their 
monitoring and research efforts and to provide robust data 
to allow greater scrutiny of the effectiveness of platform 
measures.

As part of the Democracy Action Plan the EU has also 
proposed legislation to improve the transparency of political 
advertising on digital platforms (European Commission, 2021b). 
As well as requiring greater transparency, the proposal would 
limit the use of personal data to target political advertising at 
EU citizens.

OTHER COUNTRIES

The United Kingdom
A bill to address online harms is currently under consideration 
by the UK parliament. This follows the 2019 release of the 
Online Harms White Paper (UK government, 2020). The Online 
Safety Bill (UK government, 2022) takes a different approach 
to the self-regulatory schemes introduced in the EU and 



I N F O  D I S O R D E R :  L E S S O N S  F R O M  A U S T R A L I A4 2 4 3

Australia, establishing a series of statutory duties of care for 
online platforms towards their users. These cover the gamut 
of online harms. Those particularly relevant to information 
disorder include duties:

• to perform risk assessments relating to service design 
and operation 

• to explain in terms of service how harmful content will 
be treated in accordance with the risk assessment

• to include features to increase user control over harmful 
content, including the ability to filter out material from 
‘non-verified users’ (those who have not verified their 
identity to the platform)

• to use proportionate processes to ensure the 
importance of free political expression and journalistic 
expression is taken into account

• to publish transparency reports on their activities.

The bill also requires Ofcom, the UK communications and 
media regulator, to develop codes of practice for digital 
platforms to describe measures recommended for the 
purpose of complying with their statutory duties. Ofcom 
would also be granted a suit of enforcement powers including 
information gathering and the issuing of penalties and service-
restriction orders.

The bill is currently under consideration by a committee of 
the House of Commons.

United States
Much of the recent regulatory focus in the United States has 
focused on section 230 of the Communications Decency 
Act (47 U.S.C. § 230), which provides immunity from liability 
for third-party content to providers and users of interactive 
computer services. This includes immunity for distributing or 
making third-party content available online (47 U.S.C. § 230(c)
(1)). It also includes immunity for moderating or restricting 
access to “objectionable” content, irrespective of whether the 
content is protected speech under the first amendment (47 
U.S.C. § 230(c)(2)). 

In effect, section 230(c)(2) means that digital platforms and 
websites can implement their own content-moderation 

policies and cannot in most cases be required to remove or 
moderate user-generated content. There are exceptions for 
material that violates copyright or federal sex-trafficking laws.

Calls to reform section 230 have come from both those 
seeking more-robust content moderation and those seeking 
to prevent platforms from removing or moderating content. 
In 2020 the US Department of Justice undertook a review of 
section 230 in response to an executive order from then-
president Donald Trump. No legislative changes resulted from 
the review and the executive order was repealed by President 
Joe Biden on 21 May 2021.

At the state level, some US jurisdictions, including Texas 
and Florida, are considering laws to limit the ability of digital 
platforms to moderate user content (Knight First Amendment 
Institute, 2022).

In 2016 the US enacted legislation to address foreign 
interference and disinformation, but this was to establish 
government capability and is not directed at digital platforms 
(US Congress, 2016).

Canada
Canada has been undertaking consultation on a proposed 
online harms bill since a 2020 review of the country’s 
communication laws (Government of Canada, 2020). 
Following public consultation in 2021, an advisory group was 
convened in 2022 to provide expert advice on legislative and 
regulatory design. The group advised the government in June 
2022 to consider including disinformation in legislation on 
online safety, while being sure not to undermine fundamental 
rights enshrined in the Canadian Charter of Rights and 
Freedoms. The overall approach recommended by the group 
is to implement a risk-based framework underpinned by a 
formal duty for platforms to act responsibly (Government of 
Canada, 2022).

New Zealand
In New Zealand, non-profit online safety organisation Netsafe 
has led development of the voluntary Aotearoa New Zealand 

Code of Practice for Online Safety and Harms (NZTech 
Alliance, 2022). The code was released on 25 July 2022 and 
will be administered by industry group NZTech. Signatories 
are Meta, Google, TikTok, Twitch and Twitter. The code aims 
to address a range of online harms, including disinformation 
and misinformation, by increasing platform accountability 
and transparency. It takes an outcomes-based, self-regulatory 
approach similar to the Australian code.

The New Zealand government commenced the Content 
Regulatory Review in June 2021 to examine harmful content 
as well as broader media reform (New Zealand Department 
of Internal Affairs, 2022). It is currently examining options for 
regulatory reform, with consultation on a new framework 
expected in mid-2023.

Singapore and Indonesia
Singapore and Indonesia take a more robust approach to 
misinformation and disinformation than the other countries 
outlined here. In Indonesia, the spreading of false information 
or news that intentionally causes public disorder is illegal 
under the criminal code and those convicted can face 
prison sentences up to ten years (Carson, 2021). Spreading 
false information or news that causes unrest, or uncertain, 
exaggerated or incomplete information or news carries 
lower sentences. The use of the criminal code for policing 
misinformation has attracted significant criticism (Carson, 
2021). The code is currently under review. 

In Singapore, the Protection from Online Falsehoods and 
Manipulation Act (POFMA) was introduced in 2019 (Republic 
of Singapore, 2019). Under the Act, any minister can declare 
information to be “false or misleading” and force its publisher 
to apply a correction notice or remove the material if 
they believe the material to be against the public interest. 
Individuals face fines of up to S$50,000 and/or jail terms of 
up to five years. Non-individuals (such as internet companies) 
face up to S$1million in fines plus S$100,000 per day of 
non-compliance. International human rights groups have 
criticised POFMA as a threat to free speech. POFMA has been 
considered as a model for tackling online misinformation in 
other countries, such as Nigeria (Carson, 2021).
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07
News, research and civil society organisations 

across the globe as well as social media platforms 
have created and trialled various types of 
interventions that in varying degrees help cut 

down disinformation and improve the information space. 
Interventions can be broadly categorised into reactive and 
proactive measures. 

Reactive measures, which respond to online disinformation 
after or as it happens, include off-platform verification and 
fact-checking, as well as on-platform content moderation. 
The latter is implemented by social media companies which 
devise their own policies on the type of content allowed on 
their platforms and label violating content as such. Typically, 
problematic posts would then have their visibility reduced, 
and in more serious cases, removed. Repeat offenders may 
have their accounts suspended. 

News media can also be disseminators of mis- and 
disinformation so tools have been developed to rate the 
credibility of news and information websites and track 
online misinformation. These trust indicators rely on trained 
journalists and not AI in the case of Newsguard, and insights 
from the general public in the case of The Trust Project, to 
rate and review the trustworthiness of news sources. While 
these ratings do not result in active intervention, they can 
provide an indicator on where and when it may be necessary.

On the other hand, proactive intervention aims at raising 
media literacy with schools and the public and helping people 
build their awareness of online mis- and disinformation. 
Some common measures include incorporating the subject 
of misinformation in education syllabuses, creating coalitions 
of newsrooms to tackle misinformation together ahead 
of a major news event, and exploring creative means such 
as online interactive games that provide an immersive 
environment to help users prepare for misinformation in real 
life.  

PROACTIVE INTERVENTION
Proactive measures, which misinformation experts believe 
are most effective when administered before disinformation 
crosses the tipping point (Wardle, 2018), include inoculation; 
research; the monitoring of mis- and disinformation, 
conspiracy theories, extremism and hate speech; and 
education that seeks to promote media and information 
literacy. 

Inoculation
  
The concept of inoculation was formulated based on 
psychological research inspired by the logic of vaccines. 
Much like vaccines train our immune response against a 
virus, knowing more about misinformation can help us spot, 

OTHER INTERVENTIONS
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question and dismiss mis- and disinformation 
(Garcia and Shane, 2021). John Cook, a postdoctoral 
research fellow at Monash University’s Climate 
Change Communication Research Hub, proposed 
to put the inoculation theory into practice through 
the Fact-Myth-Fallacy framework, which was 
adopted in a free online course about climate 
misinformation that Cook co-designed (Cook, 
2017). Since then, research has continued to 
prove the effectiveness of inoculation against 
misinformation. An August 2022 study published 
in the peer-reviewed Royal Society Open 
Science explores the inoculation theory within 
the context of agent-based models. (Pilditch 
et al., 2022). Agent-based models are computer 
simulations used to study the actions and 
interactions between autonomous agents in order 
to understand behaviours of a system and what 
decides its outcomes (Bonabeau, 2002). The study 
concluded that inoculation programs conducted 
at scale can be effective at making people less 
susceptible to misinformation and making biased 
content less convincing. On top of that they are 
most impactful when rolled out before people 
form their beliefs. “Inoculation programs are 
likely to be more effective when a population’s 
baseline ability to identify misinformation is higher, 
highlighting the potential benefits of media- and 
digital literacy education on top of administering 
inoculation trainings.” 

Media literacy education
Universities such as University of Pennsylvania 
and University of Michigan have incorporated the 
topic of misinformation and broader information 
disorder in their syllabus, equipping the next 
generation of students with the knowledge and 
tools to counter misinformation. In Australia, 
Western Sydney University’s Dr. Tanya Notley has 
been researching media literacy education to help 
develop a national media literacy strategy. 

Apart from traditional classroom setting and 
coursework, fun, interactive games such as Bad 

News and PolitiTruth put players in a made-up scenario where 
they are exposed to misinformation and are tasked to make 
decisions about whether to react to and share the content 
on a pseudo-social media platform. These games create an 
immersive, safe environment where players are guided to 
come to their own solutions, which will hopefully inform their 
future reaction to online misinformation.   
 

The First Draft model   
NGOs are among those who have contributed the most 
to media literacy training. First Draft, a pioneer in the 
misinformation research and training field, designed, 
distributed and taught training materials on information 
disorder, verification and digital investigation across the 
globe between 2015 and 2022. These materials, including 
interactive knowledge tests for users to try their hands on 
verifying images online, were freely available on First Draft’s 
website. The fact that the materials were devised by experts 
in the field and that they were free and easily accessible 
made them the go-to source for educators, journalists and 
fact-checkers who were in need of brushing up their skills, or 
on the hunt for teaching materials. First Draft also provided 
free, topical misinformation training for journalists, civil 
society organisations as well as members of the public at 
times when it was most needed. An example is the 10-week 
“vaccine bootcamp” focusing on measures to counter vaccine 
misinformation, which was offered in three different time 
zones and nine languages at the beginning of 2021 during the 
height of the Covid pandemic.    
 
First Draft also demonstrated the importance of signal sharing, 
newsroom integration and the need to prioritise public 
interest in the fight against misinformation. We designed a 
new collaborative model, CrossCheck, for monitoring and 
responding to misinformation and launched the world’s 
first collaborative online verification newsroom in 2017. 
Dubbed CrossCheck France, the project brought together 37 
newsrooms and five technology partners in France and the UK 
to work together to accurately report on false, misleading and 
confusing claims that circulated online in the 10 weeks leading 
up to the French presidential election.    
 
Even though First Draft closed its doors in June 2022, the 
CrossCheck model lives on in the Comprova project in 

Brazil. Launched ahead of the 2018 presidential election, 
Comprova brings together 42 national, regional and local 
newsrooms to identify and explain rumors, fabricated 
content and manipulation tactics that might influence the 
election campaign. The project also has a high level of public 
participation by calling for submissions to their WhatsApp 
tipline. The coalition of Brazilian journalists continues to work 
together to this date on Comprova, most recently debunking 
misinformation that surfaced around the time of the 2022 
presidential election.

REACTIVE INTERVENTION

Verification 
The concept of online verification in journalism was made 
popular by Storyful, an Irish social media news agency. 
Launched in 2010, Storyful noted the vast amount of social 
media content filmed and uploaded by eyewitnesses to social 
media, and which could inform news reporting. The agency 
proceeded to devise new methodologies and techniques to 
verify this material and set an industry standard on consent 
and attribution when it comes to the use of online content, 
which before then was often used by news organisations 
without the owner’s permission. 

At the core of Storyful’s verifying methodologies is the 
need to investigate the provenance of a piece of content 
by confirming, or at least corroborating, the source, location 
and date. Along with proprietary tools like the mapping 
service Google Maps, open-source intelligence (OSINT) tools 
have also become instrumental in digital investigation. From 
attempts to geo-locate by checking the position of the sun at 
a certain time using tools like SunCalc, to conducting a frame-
by-frame analysis of a social media video using the InVID 
WeVerify extension, these constantly evolving, free tools have 
expanded the breadth and depth of online investigation in 
the past decade. 
 
The accessibility of OSINT tools means verification does 
not need to be an expertise only journalists, fact-checkers 
and open-source investigators can master. In 2016, Amnesty 
International’s Citizen Evidence Lab launched the Digital 
Verification Corps, engaging volunteers from six universities 



I N F O  D I S O R D E R :  L E S S O N S  F R O M  A U S T R A L I A4 8 4 9

around the world to learn open-source investigation methods 
and techniques. The program equips the next generation of 
journalists, human-rights investigators, or everyday social 
media users with the skills and tools, and most importantly, 
the awareness to conduct verification. 

Fact-checking  
Fact-checking is one of the most prominent reactive 
interventions. Social media platforms such as Meta and TikTok 
partner with third-party fact-checking partners, relying on 
their journalism know-how and expertise in verification to 
counter pockets of polluted information on their platforms. 
These fact-checking programs inform different types of 
interventions depending on the platform. On Meta, only 
content that violates its Community Standards would be 
removed. In other words, problematic content flagged by 
fact-checkers but which does not violate the platform’s 
Community Standards may have its distribution reduced 
so fewer users would see it, but it would get to stay on the 
platform (Meta, 2021). On TikTok, a video flagged by fact-
checkers may also have limited distribution if it contains 
misleading information or dubious claims, but it would be 
removed entirely if it features false claims (TikTok, 2022).

When conducted before a piece of problematic content 

goes viral, it can be the most direct and efficient way to 
address mis- and disinformation. Fact-checking outlets like 
AFP FactCheck has published a large volume of debunked 
hoaxes and false information about the Covid pandemic 
since it broke out; the fack-checking arm of various news 
organisations also worked at speed to alert the public about 
disinformation surrounding the 2020 US presidential election. 
A deepfake video of Ukrainian President Volodymyr Zelenskyy 
was circulating on multiple social media platforms after being 
planted by a hacker on a Ukrainian news website in March 
2022. The video was quickly debunked by fact-checkers and 
since it also violated platform policies, it was removed by 
Facebook, YouTube and Twitter, NPR reported. 

LIMITATIONS OF FACT-CHECKING
However, with the speed misinformation travels online, 
increasing the number of human fact-checkers won’t help. 
More often than not, fact-checkers end up playing a round- 
the-clock game of whack-a-mole. Algorithms that some 
platforms said would help apply the same punitive action 
on identical posts do not appear to work across different 
platforms which allow cross-posting, and which belong to the 
same company, such as Facebook and Instagram. For instance, 
just a day after the New Zealand account Counterspin Media 
was removed from Instagram for violating Meta’s platform 

policies, a Facebook post by the same account discussed 
violence as an anti-government protest took place near the 
Beehive, one of New Zealand’s parliamentary buildings, on 
August 23. The New Zealand news website Stuff reported 
that the suspension of Counterspin’s Instagram account 
came after host Kelvyn Alp “called for violence against the 
Government and politicians” (Stuff, 2022). While the Facebook 
post had limited engagement, its equivalent on the group’s 
Telegram had been viewed more than 2,000 times within 
six hours on the same day. Other accounts escape scrutiny 
altogether despite being frequently called out. The anti-
vaccine organisation Children’s Health Defense, founded by 
Robert F. Kennedy Jr., only just had its Facebook and Instagram 
accounts shut down in August 2022 after spinning vaccine 
and Covid conspiracy theories — many of these detrimental 
to people’s health — throughout the pandemic (Merlan, 
2022). Content from the organisations, especially about the 
safety and efficacy of the Covid vaccines, has been debunked 
by multiple fact-checking organisations such as Health 
Feedback and FactCheck.org throughout the pandemic. A 
Meta spokesperson told the news website VICE the reason 
for the removal of Children’s Health Defense’s Facebook and 
Instagram accounts is repeated violations of their policies. 

Another issue lies in the warning labels that platforms apply 
to problematic content after it is flagged by fact-checkers. 
The labels applied to misinformation in mainstream media 
do not travel with the posts when they are shared on other 
platforms. Rather, inaccurate information circulates unchecked 
online once it leaves the platforms where the contextual 
warnings were applied (Zhang & Chan, 2020).

Most fact-checking activities focus on textual information, 
while audiovisuals may dodge moderation because they take 
longer to consume and study and are therefore more difficult 
to moderate automatically (John & Urbani, 2022). In order to 
tackle the lack of insights into audiovisual misinformation, 
Spotify announced in June 2022 the formation of a new Safety 
Advisory Council, formed by “individuals and organizations 

around the world with deep expertise in areas that are key to 
navigating the online safety space” (Spotify, 2022). Among the 
founding members and partner organisations are organisations 
that research audiovisual as well as textual disinformation. 

On Facebook and Instagram, content flagged by third-party 
fact-checkers would have an overlay applied to it, featuring a 
warning to social media users and a link to the corresponding 
fact-check report. The warning labels, however, are only 
applied to Facebook and Instagram posts but not comments. 
Quantitative research by First Draft looking at Facebook’s 
comment sections found that comments, rather than the 
posts to which they are attached, can be the main source of 
misinformation — and a source that often goes undetected. 
Users scrolling to read comments might miss warning labels 
attached to the post, or the context and details the post 
itself has to offer. Studies have also shown that Facebook 
users tend to interact with posts that contain links without 
reading the linked article, much less finishing it (Manjoo, 2013). 
The second challenge is that online comments, particularly 
those contradicting the news article in the post, can affect 
readers’ opinions more than the article itself (Winter et al., 
2015). In order to combat misinformation about Covid-19 
and vaccines, audiences are often told to seek out reputable 
sources, such as official medical advice or mainstream media 
outlets. While these outlets’ reporting may be accurate, 
unmoderated comment sections may nonetheless expose 
readers to misinformation, even those actively seeking verified 
information. Moderation by news outlets and public health 
organisations on their own social media accounts often 
isn’t effective or sufficient at keeping misinformation out of 
comment sections.

PLATFORM INTERVENTION  
On top of some of the platforms’ reliance on third-party fact-
checkers, all the major social media platforms like Google’s 
YouTube, Meta’s Facebook and Instagram, TikTok, Snapchat 
and Spotify have all developed their own content moderation 

. . . W I T H  T H E  S P E E D  M I S I N F O R M A T I O N  T R A V E L S  O N L I N E ,  I N C R E A S I N G 
T H E  N U M B E R  O F  H U M A N  F A C T - C H E C K E R S  W O N ’ T  H E L P .
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policies. As the Covid-19 pandemic broke out and 
persisted, many of these platforms ramped up 
their moderation efforts in the face of a deluge of 
Covid and vaccine misinformation, much of which 
can cause direct harm to people’s health and well-
being. However, it is uncertain how effective these 
new policies are, and whether more rules mean a 
better and healthier information environment. 

Stanford Law School Assistant Professor Evelyn 
Douek touched on one of the problems with 
rolling out content moderation rules at scale: 
“Platforms have only continued to impose more 
and more guardrails on what people can say on 
their services. They stuck labels all over the place 
during the US 2020 election. They stepped in with 
unusual swiftness to downrank or block a story 
from a major media outlet, the New York Post, 
about Hunter Biden. They deplatformed Holocaust 
deniers, QAnon believers, and, eventually, the 
sitting President of the United States himself” 
(Douek, 2021).

Platforms’ arbitrary and erroneous enforcement is 
also increasingly seen by some social media users 
as a clampdown on free speech or at the very least 
a plan to silence certain political ideologies and 
religious belief. Meanwhile, there is an apparent 
lack of enforcement on various types of harmful 
content. For instance, the Institute for Strategic 
Dialogue (ISD) finds a lack of consistency in how 
social platforms moderate discussions about the 
inclusion of transgender athletes in women’s sports 
which sometimes lead to hateful and harmful 
content targeting trans individuals. “Both Meta and 
Twitter do not appear to protect the transgender 
community from hate speech and misgendering 
on their platforms. On both platforms, current 
policies to protect the community still lack a 
definition for misgendering, and when a policy 
against misgendering is present (as is the case for 
Twitter), it appears to be poorly enforced” (ISDG, 
2022).

Social media migration to obscure spaces
Another challenge in recent years to monitor and detect 
emerging trends in disinformation ironically stemmed 
from social media users’ heightened awareness of content 
moderation. In attempts to evade what they perceive as 
“big tech censorship” and pivot to “free speech platforms”, a 
migration was reported during the pandemic from mainstream 
social media users to closed and semi-closed spaces with 
little to no moderation (Dickson, 2020). In Australia, the most 
notable transition was users’ moves from mainstream social 
platforms to the messaging app Telegram. 

Anti-vaccine and pro-freedom groups converged on Telegram, 
sharing and discussing disinformation and conspiracy theories 
about vaccine safety and vaccination drives. In September 
2021, mass protests against vaccine mandates for the 
construction industry took place in Melbourne and journalists 
monitoring anti-lockdown Telegram groups found a surge 
in the number of protesters following calls by those groups 
(Taylor, 2021). Before the Melbourne protests, Telegram groups 
were already coordinating and organising similar protests 
(Bogle & Zhang, 2021), such as the Australian editions of the 
anti-vaccine, anti-lockdown Worldwide Rally for Freedom 
(Dotto et al., 2021). 

Inspired by a similar movement in the Canadian capital 
of Ottawa, a convoy calling for freedom and opposing 
vaccination set forth to Canberra in February 2022. Telegram, 
alongside several private Facebook groups, was the main space 
where these convoys were organised. First Draft’s research 
also detected signs of inauthentic behaviour, including that 
automation could be involved in the rate some of the profiles 
signed up. Another sign is that interactions on some of the 
more popular posts are only a fraction of the purported 
number of members. The use of deepfake, a type of synthetic 
media that fabricates audio or visual materials, was another 
alarming incident reported during the Canberra convoys. 
First Draft researchers noted that a sole admin for one of 
the private Facebook groups had a mismatched Facebook 
ID and account name; that the user was listed as based in 
Ottawa while organising a rally in Australia; and that the 
profile picture purporting to show a white male displayed 
signs of an artificially generated image. This example illustrates 
how, contrary to a dominating concern about foreign 

interference, harmful narratives are often spread by domestic 
actors galvanised by events overseas. These efforts are 
further facilitated by platforms like Telegram, where biased, 
insinuating or hateful comments are unrestrained and allowed 
to fester. 

USING AI TO COMBAT MIS- AND 
DISINFORMATION 
The use of artificial intelligence (AI) to screen and detect false 
and harmful information and identify deepfakes has become 
more popular in recent years among third-party technology 
providers. Companies like the New York-based Blackbird.AI, 
or the Dublin-based Kinzen, which was acquired by Spotify in 
October 22, mainly rely on natural language processing (NLP) 
or machine or deep learning (Schiffrin, 2022) to identify mis- 
and disinformation. One of the ways NLP works is by training 
an algorithm by exposing it to a large dataset of assertions 
classified as true or false by humans, while machine or deep 
learning can be used to teach an algorithm to understand 
and simulate human learning so that it can spot and analyse 
patterns and find highly automated, bot-like accounts. 

These firms have worked to surface mis- and disinformation 
on social media platforms with tech giants like Google and 
Meta, which are also constantly developing and improving 
their own AI solutions. It is unclear how well tech platforms’ 
algorithms work in cleaning up a polluted information space 
on their platforms, but it is well noted that they also diversify 
their solutions in engaging and funding disinformation experts, 
civil society partners and third-party fact-checkers on top of 
their own content moderation work. 

The more data, assertions and classification AI is exposed to, 
the more sophisticated and nuanced it becomes. However, 
it is far from being effective enough to uncover and classify 
false information on its own. As Columbia University’s 
Director of the Technology, Media and Communications 
specialization Anya Schiffrin said, “Artificial intelligence, and 
other technologies like content provenance verification 
and blockchain, can only offer part of the solution against 
mis/disinformation. Human intervention and moderation 
will remain critical in the fight against the spread of false 
information, not least because mis/disinformation is not 
primarily a technology issue” (Schiffrin, 2022).
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08 As we noted in the introduction, this report provides 
an overview of the mis- and disinformation landscape 
in Australia by highlighting the key issues that have 
been the most prone to false, misleading narratives 

and conspiracy theories. These observations serve as important 
lessons for misinformation reporting, research and literacy 
education in Australia but are not intended to present any 
conclusive view on the extent and impact of online mis- and 
disinformation. Large-scale, cross-platform quantitative research 
is needed for further assessment of the issue. These studies 
will be crucial for academics and policymakers to achieve a 
better understanding of how Australians’ beliefs, behaviours and 
relationships are shaped by what they come across online. 

Our research has revealed the most prominent online narratives 
targeting several areas, including the Covid-19 pandemic, 
Australia’s federal elections and the ongoing climate debate. 
These are political events, social and health issues and natural 
disasters that are part of everyone’s lives and are therefore 
popular subjects of discussions online. By extension, our daily 
monitoring of online spaces also found a large volume of 
inaccurate information, biased comments and out-of-context 
claims surrounding these topics in Australia. In response, this 
report features the process behind how our researchers identify 
and analyse harmful narratives: After locating a dubious claim, 
we seek to find patterns and interactions between similar claims 
that fall under a narrative. We discussed, for instance, how 
fears about the pandemic quickly shifted into a fault-finding 
exercise focusing on the origin of the virus and blaming the 
Chinese diaspora for the disease, simply because it was first 
reported in China. This particular case study finds that fears 
and anxiety, coupled with a shortage of credible information 
that can provide some answers and certainties — i.e. a data 
deficit — give rise to a plethora of conspiracy theories which 
then circulate across different social media platforms, message 
boards as well as semi-closed and closed messaging apps. 
Conspiracy theories are often weaponised or in some cases, 
started by state actors and media as part of their propaganda. 
This example shows how social media users who are not aware 
of the movement and evolution of a problematic narrative, 

which is often mixed with biases and hyperbole, can easily have 
their worldview skewed accordingly, without knowing it. This can 
lead to consequences detrimental to our collective good, such 
as outbreaks in societies with low vaccine coverage.  

Further research into other emerging narratives would be 
beneficial. One example is that false information about gender-
affirming procedures and transphobic narratives have increasingly 
been politicised and have in some cases, led to threats against 
individuals and medical professionals over gender-affirming 
procedures. This is especially dangerous when malicious, anti-
trans narratives are amplified by influencers with millions of 
followers. 

In this report we also examined different interventions from 
authorities, academia and tech companies to eliminate damaging 
content, mitigate risks and educate the general public. Based on 
findings by surveys including those conducted by the University 
of Canberra for the Reuters Institute for the Study of Journalism, 
we identified some of the major issues that could be working 
against Australia’s efforts to counter problematic content. One 
of these is a general lack of shared understanding of the term 
“misinformation” and the harm misinformation could cause. It is 
especially important to improve literacy on information disorder 
before elections, when political leaning can make it harder to 
distinguish what is false and misleading from that which is neither 
but is politically charged and should not be taken as unbiased, 
factual information. 

This paper focuses on the unique challenge mis- and 
disinformation pose to Australia as a society, taking into 
consideration its pandemic measures, reactions to climate 
denialism, elections and geopolitical relations, and the impact 
of all of these on the Chinese diaspora to illustrate the impact 
online narratives can have on a community. While narratives, 
trends and social media habits may vary from country to country, 
we hope that insights drawn from this report will be helpful 
to industry and governments around the world to enhance 
their measures and training programmes addressing polluted 
information spaces. 

CONCLUSION



I N F O  D I S O R D E R :  L E S S O N S  F R O M  A U S T R A L I A5 4 5 5

AAP FactCheck. (2021, August 26). Australian students did not 
die in COVID-19 vaccination drive. AAP FactCheck. https://
www.aap.com.au/factcheck/australian-students-did-not-die-
in-covid-19-vaccination-drive/

A Current Affair. (2022, April 22). Postie stood down after 
caught dumping postal vote applications on CCTV. Nine. 
https://9now.nine.com.au/a-current-affair/australia-post-em-
ployee-stood-down-after-caught-dumping-postal-vote-appli-
cations-on-cctv/62fcaff8-bd74-400d-8cc4-2c0484e535b2 

Advance Australia. (2022, April 27). Careful Warringah - Vote 
Zali Steggall, get Greens. What lies beneath. [Image attached]. 
[Facebook and Instagram ad]. Meta. https://www.facebook.
com/ads/library/?id=1417614535364583. Archived https://per-
ma.cc/BMU3-ZBTZ 

Advance Australia. (2022a, April 26). [round pushpin] Can-
berra ACT / We’re exposing these Climate200 fake ‘indepen-
dents’ like Zali Steggall & David Pocock because Australians 
have a right to [Image attached]. [Status update]. Facebook. 
Archived https://perma.cc/Z4HY-EXQC 

Advance Australia. (2022b, April 27). [waving hand] Good 
morning to our two favourite “independents”[winking face] 
[Image attached]. [Status update]. Facebook. Archived https://
perma.cc/UHZ9-4XTT

AFP Australia. (2020, January 31). Novel coronavirus: Australian 
authorities refute hoax about ‘contaminated’ foods and loca-
tions. AFP FactCheck. https://factcheck.afp.com/china-coro-
navirus-australian-authorities-refute-hoax-about-contaminat-
ed-foods-and-locations

AFP Australia. (2020, January 31). Novel coronavirus: Australia 
refutes claims that a travel warning was issued for Queensland 
suburbs. AFP FactCheck. https://factcheck.afp.com/chi-
na-coronavirus-australia-refutes-claims-travel-warning-was-is-
sued-queensland-suburbs

AFP Australia. (2020a, January 8). This virtual image was creat-
ed by an artist in New South Wales, Australia -- it’s not a real 
photo. AFP FactCheck. https://factcheck.afp.com/virtual-
image-was-created-artist-new-south-wales-australia-its-not-
real-photo 

AFP Australia. (2020b, January 15). These photos have circu-
lated in reports of fires in the US, Indonesia and Australia 
since at least 2003. AFP FactCheck. https://factcheck.afp.
com/these-photos-have-circulated-reports-fires-us-indone-
sia-and-australia-least-2003 

AFP Australia. (2020c, January 28). Most of these photos were 
taken years before the recent Australian bushfires. AFP Fact-
Check. https://factcheck.afp.com/most-these-photos-were-
taken-years-recent-australian-bushfires 

AFP Australia. (2021, June 2). Fake graphic misrepresents 
government data on Covid-19 vaccines in Australia. AFP 
FactCheck. https://factcheck.afp.com/fake-graphic-misrep-
resents-government-data-covid-19-vaccines-australia 

AFP Australia & AFP Malaysia. (2022, September 28). Posts 
share altered Australian news reports to promote gambling 
apps. AFP FactCheck. https://factcheck.afp.com/doc.afp.
com.32JQ887-1 

REFERENCES



I N F O  D I S O R D E R :  L E S S O N S  F R O M  A U S T R A L I A5 6 5 7

AFP Canada & Baudoin-Laarman, L. (2020, January 25). 
The coronavirus plaguing China was not created by a US 
government agency. AFP FactCheck. https://factcheck.afp.
com/coronavirus-plaguing-china-was-not-created-us-gov-
ernment-agency

AFP Hong Kong. (2020, January 24). Saline solution kills China 
coronavirus? Experts refute online rumour. AFP FactCheck. 
https://factcheck.afp.com/saline-solution-kills-china-coro-
navirus-experts-refute-online-rumour

Allyn, B. (2022, March 16). Deepfake video of Zelenskyy could 
be ‘tip of the iceberg’ in info war, experts warn. NPR. https://
www.npr.org/2022/03/16/1087062648/deepfake-video-zel-
enskyy-experts-war-manipulation-ukraine-russia

Australian Communications and Media Authority. 
(2020). Misinformation and news quality on digital 
platforms in Australia: A position paper to guide code 
development. https://www.acma.gov.au/online-mis-
information-and-news-quality-australia-position-pa-
per-guide-code-development 

Australian Communications and Media Authority. (2021). A 
report to government on the adequacy of digital platforms’ 
disinformation and news quality measures. https://www.
acma.gov.au/report-government-adequacy-digital-plat-
forms-disinformation-and-news-quality-measures 

Australian Electoral Commission. [@AusElectoralCom]. (2021, 
October 3). Here’s a straight answer: /  - not a provider and 
won’t be one for the next federal election / - electronic 
voting seems a [Tweet]. Twitter. https://twitter.com/AusE-
lectoralCom/status/1444528495942455297. Archived https://
perma.cc/X87P-J3T4 

Australian Electoral Commission. [@AusElectoralCom]. 
(2022, May 21). There are questions about the legitimacy of 
the recordings that we’re looking into. Regardless, we have 
re-issued instructions to staff [Tweet]. Twitter. https://twit-
ter.com/AusElectoralCom/status/1527831683113836545

Australian Electoral Commission. (2022a, May 16). AEC State-
ment: Advance Australia signage [Press release]. https://
www.aec.gov.au/media/2022/05-16.htm 

Australian Electoral Commission. (2022b, July 1). Divisional 
results. https://results.aec.gov.au/27966/Website/HouseDi-
visionalResults-27966.htm 

Australian Electoral Commission. (2022c, April 10). Electoral 
communication. https://www.aec.gov.au/About_AEC/elec-
toral-communication.htm 

Bali, M. & Bogle, A. (2022, May 19). Scott Morrison and 
Anthony Albanese pictured wearing scarves bearing symbol 
used by Hindu ultra-nationalist group VHP India. ABC News. 
https://www.abc.net.au/news/2022-05-19/scott-morrison-
anthony-albanese-wear-scarves-with-vhp-logo/101072692 

Bali, M. & Workman, M. (2022, April 22). Labor branch 
members spread Gladys Liu conspiracy meme on Facebook. 
ABC News. https://www.abc.net.au/news/2022-04-22/irt-
hidden-campaign-labor-facebook-pages/101008912

Banco, E. & Lippman. D. (2021, June 15). Top Trump officials 
pushed the Covid-19 lab-leak theory. Investigators 
had doubts. Politico. https://www.politico.com/
news/2021/06/15/wuhan-lab-trump-officials-covid-494700 

Baxendale, R. (2020, June 29). Daniel Andrews staffer 
Nancy Yang did Chinese Communist propaganda course. 
The Australian. https://www.theaustralian.com.au/
nation/politics/daniel-andrews-staffer-nancy-yang-did-
chinese-communist-propaganda-course/news-story/
eb49801365855bda4904c1a25a85650d 

Beaini, A., Starkey, L., Attanasio, J., Dunlevy, S. & Rose, T. 
(2020, January 24). Coronavirus: Aussies tested as researchers 
race to develop vaccine as China virus spreads. Herald Sun. 
https://www.heraldsun.com.au/news/chinese-president-
xi-jinping-has-warned-the-world-to-take-chinas-new-mys-
tery-virus-seriously/news-story/19cc01997d03651a6a1b47af-
0de5b5b5

Beaman, L. & Chan, E. (2021, July 23). VAERS: How to stop mis-
information related to the US vaccine database. First Draft. 
https://firstdraftnews.org/articles/vaers-how-to-stop-misin-
formation-related-to-the-us-vaccine-database/

Bergin, J. (2022, May 11). Ratcheting up a red line: How China 
is being used in the Australian election campaign. First Draft. 
https://firstdraftnews.org/articles/ratcheting-up-a-red-line-
how-china-is-being-used-in-the-australian-election-cam-
paign/ 

Bogle, A. & Zhang, A. (2021, August 10). Australia’s lockdown 
demonstrations show how quickly local protests can go 
global. Australian Strategic Policy Institute. https://www.
aspistrategist.org.au/australias-lockdown-demonstrations-
show-how-quickly-local-protests-can-go-global/

Bonabeau, E. (2022, May 14). Agent-based modeling: Methods 
and techniques for simulating human systems. PNAS. https://
doi.org/10.1073/pnas.082080899

Capatides, C. (2020, February 14). Bullies attack Asian Ameri-
can teen at school, accusing him of having coronavirus. CBS 
News. https://www.cbsnews.com/news/coronavirus-bul-
lies-attack-asian-teen-los-angeles-accusing-him-of-hav-
ing-coronavirus/

Carson, A. (2021). Fighting fake news: A study of online 
misinformation regulation in the Asia Pacific. LaTrobe 
University. https://www.latrobe.edu.au/__data/assets/
pdf_file/0019/1203553/carson-fake-news.pdf 

Chan E. & Zhang S. (2021, August 31). Disinformation, stig-
ma and Chinese diaspora: policy guidance for Australia. 
First Draft. https://firstdraftnews.org/long-form-article/
disinformation-stigma-and-chinese-diaspora-policy-guid-
ance-for-australia/

Chan, E., Zhang, S., Bergin, J. & Kruger, A. (2022). Imported 
narratives and new frontiers for election misinformation: 
Lessons from CrossCheck Australia: Election Watch. First 
Draft. https://firstdraftnews.org/long-form-article/les-
sons-from-crosscheck-australia-election-watch/ 

Chiu, O. (2020, October 14). I was born in Australia. Why 
do I need to renounce the Chinese Communist Party?. The 
Sydney Morning Herald. https://www.smh.com.au/nation-
al/i-was-born-in-australia-why-do-i-need-to-renounce-the-
chinese-communist-party-20201014-p5655j.html 

Chung, F. (2020, January 29). Four creepy coincidences in 
coronavirus outbreak. News.com.au. https://www.news.
com.au/lifestyle/health/health-problems/four-creepy-co-
incidences-in-coronavirus-outbreak/news-story/db1e-
f59a6338e6e874a24b4212b347ff 

Communications Decency Act. United States Code, Title 47 
- Telegraphs, telephones, and radiotelegraphs. https://www.
law.cornell.edu/uscode/text/47 

Cook, G., Dowdy, A., Knauer, J., Meyer, M., Canadell, P. & 
Briggs, P. (2021, November 29). Australia’s Black Summer of 
fire was not normal – and we can prove it. The Common-
wealth Scientific and Industrial Research Organisation 
(CSIRO). https://blog.csiro.au/bushfires-linked-climate-
change/

Culleton, R. [@RodneyNCulleton]. (2021, October 3). AEC 
proposes to acquire ‘Dominion Voting Systems’ machines 
/ The AEC is proposing[1] the use of the same Dominion 
Voting [Image attached] [Tweet]. Twitter. Archived https://
perma.cc/4ZMX-4S7D?view-mode=server-side

David Keith’s Research Group. (n.d.) Chemtrails Conspiracy 
Theory. Harvard University. https://keith.seas.harvard.edu/
chemtrails-conspiracy-theory 

Davies, A. (2022, May 24). High number of invalid votes 
in culturally diverse seats prompts concerns after federal 
election. The Guardian Australia. https://www.theguardian.
com/australia-news/2022/may/24/high-number-of-invalid-
votes-in-culturally-diverse-seats-prompts-concerns-after-
federal-election 

Davis, M. (2022, May 6). Australian Electoral Commission 
orders Pauline Hanson to take down political cartoons. 
Sky News Australia. https://www.skynews.com.au/aus-
tralia-news/australian-electoral-commission-orders-pau-
line-hanson-to-take-down-political-cartoons/news-story/
ded2aff539f6797a16f455dc20dce29a 

Dickson, EJ. (2020, November 12). ‘Free Speech’ Social-Me-
dia Apps See Enormous Growth After the Election. Rolling 
Stone. https://www.rollingstone.com/culture/culture-fea-
tures/trump-election-facebook-twitter-mewe-parl-
er-1088427/



I N F O  D I S O R D E R :  L E S S O N S  F R O M  A U S T R A L I A5 8 5 9

Dickson, S. [Steve Dickson - QLD]. (2022, May 21). God bless 
you Gary for doing this. / People please listen to what is 
being said here about the box in [Video attached]. [Video]. 
Facebook. Archived https://perma.cc/N46W-WB88 

Digital Industry Group Inc. (2021). Australian Code of Prac-
tice on Disinformation and Misinformation. https://digi.org.
au/disinformation-code/ 

Dinjaski, M. (2020, March 31). Coronavirus: Two women 
targeted in ‘racist spitting attack’ in Marrickville. 9News. 
https://www.9news.com.au/national/coronavirus-women-
spat-on-in-marrickville-racial-attack/49947252-1753-4778-
9893-1f5dd211b76b

Dotto, C. & Berkefeld, J. (2020, February 27). From coronavi-
rus to bushfires, misleading maps are distorting reality. First 
Draft. https://firstdraftnews.org/articles/from-coronavi-
rus-to-bushfires-misleading-maps-are-distorting-reality/ 

Dotto, C. & Morrish, L. (2021, March 10). Facebook says it’s 
taking on Covid disinformation. So what’s all this? WIRED. 
https://www.wired.co.uk/article/facebook-covid-disinfor-
mation

Dotto, C., Swinnen, L., Kruger, A. & Chan, E. (2021, July 26). 
Protests against Covid-19 rules in Europe, Australia were 
fueled by misinformation. First Draft. https://firstdraftnews.
org/articles/protests-against-covid-19-rules-in-europe-aus-
tralia-were-fueled-by-misinformation/

Douek, E. (2021, June 2). More Content Moderation Is Not 
Always Better. WIRED. https://www.wired.com/story/
more-content-moderation-not-always-better/

Embassy of the People’s Republic of China in the Common-
wealth of Australia. (2021, August 26). Wang Wenbin: U.S. 
should invite WHO to probe Fort Detrick and University of 
North Carolina. https://www.mfa.gov.cn/ce/ceau/eng/sgh-
dxwfb_1/t1901972.htm

European Commission. (2018). Code of Practice on Disinfor-
mation. https://ec.europa.eu/newsroom/dae/redirection/
document/87534 

European Commission. (2020a). Assessment of the Code of 
Practice on Disinformation - Achievements and areas for 
further improvement. https://digital-strategy.ec.europa.
eu/en/library/assessment-code-practice-disinformation-
achievements-and-areas-further-improvement 

European Commission. (2020b). European Democracy 
Action Plan. https://eur-lex.europa.eu/legal-content/EN/
TXT/PDF/?uri=CELEX:52020DC0790&from=EN 

European Commission. (2020c). Proposal for a regulation of 
the European Parliament and of the Council on a single mar-
ket for digital services (Digital Services Act) and amending 
Directive 2000/31/EC. https://eur-lex.europa.eu/legal-con-
tent/EN/TXT/PDF/?uri=CELEX:52020PC0825&from=en 

European Commission. (2021a). European Commission 
Guidance on Strengthening the Code of Practice on 
Disinformation. https://digital-strategy.ec.europa.eu/en/
library/guidance-strengthening-code-practice-disinformation 

European Commission. (2021b). Proposal for a regulation of 
the European Parliament and of the Council on the transpar-
ency and targeting of political advertising. https://eur-lex.
europa.eu/legal-content/EN/TXT/DOC/?uri=CELEX:52021P-
C0731&from=EN 

European Commission. (2022). The strengthened code of 
practice on disinformation 2022. https://digital-strategy.
ec.europa.eu/en/library/2022-strengthened-code-prac-
tice-disinformation 

First Draft. (2017, November 16). Research on CrossCheck 
journalists and readers suggests positive impact for project. 
First Draft. https://firstdraftnews.org/articles/crosscheck-
qualitative-research/

François, C. (2019, September 20). Actors, Behaviors, Content: 
A Disinformation ABC. Transatlantic Working Group. https://
science.house.gov/imo/media/doc/Francois%20Adden-
dum%20to%20Testimony%20-%20ABC_Framework_2019_
Sept_2019.pdf 

Galloway, A. & Chung, A. (2020, October 12). Beijing influence 
or racism? China debate hits Melbourne council elections. 
The Age. https://www.theage.com.au/politics/victoria/
beijing-influence-or-racism-china-debate-hits-melbourne-
council-elections-20201012-p5644c.html

Garcia, L. & Shane. T. (2021, June 29). A guide to prebunking: 
a promising way to inoculate against misinformation. First 
Draft. https://firstdraftnews.org/articles/a-guide-to-pre-
bunking-a-promising-way-to-inoculate-against-misinforma-
tion/

Gleicher, N. (2018, December 6). Coordinated Inauthentic 
Behavior Explained. Meta. https://about.fb.com/
news/2018/12/inside-feed-coordinated-inauthentic-
behavior/ 

Global Times. (2021, August 15). Conspiracy theory or 
reasonable skepticism? Why we should demand an 
investigation into US labs for origins of COVID-19. Global 
Times. https://www.globaltimes.cn/page/202108/1231519.
html

Google. (2019, February). How Google Fights Dis-
information. https://kstatic.googleusercontent.
com/files/388aa7d18189665e5f5579aef18e181c2d-
4283fb7b0d4691689dfd1bf92f7ac2ea6816e09c02eb98d-
5501b8e5705ead65af653cdf94071c47361821e362da55b 

Government of Canada. (2020). Canada’s communications 
future: Time to act. https://ised-isde.canada.ca/site/broad-
casting-telecommunications-legislative-review/en/cana-
das-communications-future-time-act 

Government of Canada. (2022). Summary of session eight: 
disinformation. https://www.canada.ca/en/canadian-her-
itage/campaigns/harmful-online-content/summary-ses-
sion-eight.html 

Grey, J. & Ramirez, R. (2022, March 14). Scientists in the US 
are flying planes into clouds to make it snow more. CNN. 
https://edition.cnn.com/2022/03/14/weather/cloud-seed-
ing-weather-modification-wxn/index.html 

Guterres, A. [@antonioguterres]. (2020, May 8). #COVID19 
does not care who we are, where we live, or what we 
believe. Yet the pandemic continues to unleash a tsunami 
of hate and xenophobia, scapegoating and scare-mongering. 
That’s why I’m appealing for an all-out effort to end hate 
speech globally. Twitter. https://twitter.com/antoniogu-
terres/status/1258613180030431233 

Hale, E. (2022, January 18). ‘Picking quarrels’: China critics 
overseas at increasing risk. Al Jazeera. https://www.aljazeera.
com/news/2022/1/18/china-critics-overseas-feel-the-long-
reach-of-beijing-report

Harwell, D. (2019, May 24). Faked Pelosi videos, slowed 
to make her appear drunk, spread across social media. 
Washington Post. https://www.washingtonpost.com/
technology/2019/05/23/faked-pelosi-videos-slowed-make-
her-appear-drunk-spread-across-social-media/ 

Hibberd, J. (2022, April 22). Joe Rogan Claims Massive 
Subscriber Boost Due to Recent Controversies. The 
Hollywood Reporter. https://www.hollywoodreporter.
com/business/business-news/joe-rogan-spotify-
subscribers-1235134232/

Holmes, E. (2022, August 15). The COVID ‘lab leak theory’ is 
dead. RACGP. https://www1.racgp.org.au/newsgp/clinical/
the-covid-lab-leak-theory-is-dead 

Holt, L. F., Kjærvik, S. L & Bushman, B. J. (2022, February 6). 
Harm and shaming through naming: Examining why calling 
the coronavirus the “COVID-19 virus,” not the “Chinese virus,” 
matters. Media Psychology. https://doi.org/10.1080/15213269
.2022.2034021

Hsu, J. & Kassam, N. (2022, April). Being Chinese in Austra-
lia: Public opinion in Chinese communities. Lowy Institute. 
https://interactives.lowyinstitute.org/features/chi-
nese-communities/report

Hurst, D. (2020, October 16). Eric Abetz refuses to apologise 
for demanding Chinese-Australians denounce Communist 
party. The Guardian Australia. https://www.theguard-
ian.com/australia-news/2020/oct/16/eric-abetz-refus-
es-to-apologise-for-demanding-chinese-australians-de-
nounce-communist-party 

Institute for Strategic Dialogue. (2022, January 20). A Snap-
shot of Anti-Trans Hatred in Debates around Transgender 
Athletes. https://www.isdglobal.org/digital_dispatches/
anti-trans-hatred-against-athletes-highlights-policy-fail-
ures-facebook-twitter/



I N F O  D I S O R D E R :  L E S S O N S  F R O M  A U S T R A L I A6 0 6 1

Irfan, U. (2020, January 9). The viral false claim that nearly 
200 arsonists are behind the Australia fires, explained. Vox. 
https://www.vox.com/2020/1/9/21058332/australia-fires-ar-
son-lightning-explained

Islam, M.S., Sarkar, T., Khan, S.H., Kamal, A.M., Hasan, 
S.M.M., Kabir, A., Yeasmin, D., Islam, M.A., Chowdhury, 
K.I.A., Anwar, K.S., Chughtai, A.A., Seale, H. (2020, August 
10). COVID-19–Related Infodemic and Its Impact on Public 
Health: A Global Social Media Analysis. The American Journal 
of Tropical Medicine and Hygiene 104(4) 1621-1629. https://
doi.org/10.4269/ajtmh.20-0812

John, B. & Urbani, S. (2022, January 31). An introduction to live 
audio social media and misinformation. First Draft. https://
firstdraftnews.org/articles/clubhouse-facebook-and-twit-
ter-live-audio-and-misinformation/

Jonas, M.C. [Morgan C Jonas]. (2022, May 18). AEC phone staff 
are likely costing me votes [Video]. YouTube. https://www.
youtube.com/watch?v=HICmJq_WMsE. Archived https://
perma.cc/WT8Y-UB9T

Knight First Amendment Institute. (2022). Netchoice, LLC 
v. Paxto. https://knightcolumbia.org/cases/netchoice-llc-v-
paxton?mc_cid=4b40d9f463 

Kruger, A. (2019, May 24). Tracking anti-Muslim tactics online 
in Australia’s election. First Draft. https://firstdraftnews.org/
articles/tracking-anti-muslim-tactics-online-australias-elec-
tion-misinformation/

Kruger, A. & Chan, E. (2022, March 16). Australian election 
misinformation playbook. First Draft.  https://firstdraftnews.
org/articles/australian-election-misinformation-playbook/

Landis-Hanley, J. (2020, January 13). How two teens became 
the face of an alt-right bushfire terrorism conspiracy. Crikey. 
https://www.crikey.com.au/2020/01/13/how-two-teens-
became-the-face-of-an-alt-right-bushfire-terrorism-conspir-
acy/ 

Lee, D. (2018, November 12). How President Trump took ‘fake 
news’ into the mainstream [Video]. BBC. https://www.bbc.
com/news/av/world-us-canada-46175024 

Lucas, C. (2022, May 10). Protesters interrupt Chisholm 
candidates’ forum. The Age. https://www.theage.com.au/
national/election-2022-live-updates-labor-s-climate-change-
energy-policies-grilled-by-scott-morrison-as-both-leaders-
continue-campaigns-across-the-nation-20220509-p5ajsz.
html?post=p53oww#p53oww 

Marchant de Abreu, C. (2021, November 11). What is the 
HAARP conspiracy theory? Truth or Fake. France24. https://
www.france24.com/en/tv-shows/truth-or-fake/20211111-
what-is-the-haarp-conspiracy-theory 

Manjoo, F. (2013, June 6). You won’t finish this article. Slate. 
https://slate.com/technology/2013/06/how-people-read-
online-why-you-wont-finish-this-article.html

Manuel, R. (2019, September 15). The United Front Work 
Department and how it plays a part in the Gladys Liu contro-
versy. ABC News. https://www.abc.net.au/news/2019-09-15/
gladys-lui-united-front-work-department/11511028 

Maxmen, A. (2021, May 27). Divisive COVID ‘lab leak’ debate 
prompts dire warnings from researchers. Nature. https://
www.nature.com/articles/d41586-021-01383-3 

McDonald, H. (2021, October 9). Sharri Markson’s book on 
Covid’s Wuhan lab leak theory raises more questions than 
it answers. The Guardian. https://www.theguardian.com/
world/2021/oct/09/sharri-marksons-book-on-covids-wuhan-
lab-leak-theory-raises-more-questions-than-it-answers

McGrath, S. (2021, November 15). Examining the “well-
ness”-to-far-right-conspiracy pipeline. Brown Political 
Review. https://brownpoliticalreview.org/2021/11/examin-
ing-the-wellness-to-far-right-conspiracy-pipeline/ 

McGregor, R., Kassam, N. & Hsu, J. (2021, November 20). 
Lines blurred: Chinese community organisations in Australia. 
Lowy Institute. https://www.lowyinstitute.org/publications/
lines-blurred-chinese-community-organisations-australia 

Mediaweek. (2021, August 19). Top News sites July 2021: ABC 
and news.com.au lead market. https://www.mediaweek.com.
au/top-news-sites-july-2021-abc-and-news-com-au-lead-
market/ 

Meltzer, M. (2021, March 29). QAnon’s unexpected roots 
in new age spirituality. The Washington Post Magazine. 
https://www.washingtonpost.com/magazine/2021/03/29/
qanon-new-age-spirituality/ 

  Merlan, A. (2022, August 18). Anti-vaccine organization chil-
dren’s health defense says it was banned from Instagram and 
Facebook. Vice. https://www.vice.com/en/article/ake3xz/
anti-vaccine-organization-childrens-health-defense-says-it-
was-banned-from-instagram-and-facebook

Miller, M. E. & Vinall, F. (2022, May 14). The Twitter account 
defending Australian democracy. Washington Post. https://
www.washingtonpost.com/world/2022/05/14/australia-elec-
toral-commission/ 

Minear, T. (2018, February 20). Veteran Labor MP, former se-
nior adviser to Daniel Andrews’ has links to China’s Commu-
nist Party. Herald Sun. https://www.heraldsun.com.au/news/
victoria/veteran-labor-mp-former-senior-adviser-to-daniel-
andrews-has-links-to-chinas-communist-party/news-sto-
ry/5c12bbfccaa4abae257d8e1651d45fed 

Mok, M. [@maxmokchito]. (2022, May 3). My gift to the peo-
ple of Chisholm. People driving by are waving at  
@DrewPavlou n I . Many are supporting the [Image at-
tached] [Tweet]. Twitter. https://twitter.com/maxmokchito/
status/1521344652565442562. Archived https://perma.cc/
TVL4-68RY. 

Nanjappa, V. (2020, January 11). Fire jihad in Australia? The 
unconventional and lethal weapon of the Islamic State. 
OneIndia. https://www.oneindia.com/india/fire-jihad-in-
australia-the-unconventional-and-lethal-weapon-of-the-is-
lamic-state-3012446.html 

New Zealand Department of Internal Affairs. (2022). The 
Content Regulatory Review. https://www.dia.govt.nz/me-
dia-and-online-content-regulation 

Newshub. (2022, August 22). Far-right group Counterspin 
Media booted off Instagram after host called for violence. 
https://www.newshub.co.nz/home/new-zealand/2022/08/
far-right-group-counterspin-media-booted-off-instagram-
after-host-called-for-violence.html 

NZTech Alliance. (2022). Aotearoa New Zealand code of 
practice for online safety and harms. https://nztech.org.nz/
the-code/ 

O’Neill, M. (2020, February 7). Chinese influencer Wang 
Mengyun, aka ‘Bat soup girl’ breaks silence. The Chronicle. 
https://www.thechronicle.com.au/news/chinese-influencer-
wang-mengyun-aka-bat-soup-girl-breaks-silence/news-sto-
ry/63ef0cec5b6d448d1843e2e1bcadb14d 

O’Sullivan, M. [Senator Matt O’Sullivan]. (2022, February 15). 
Albo’s first major endorsement: The Chinese Communist 
Party! [flag: China] [hammer and sickle] [Link attached]. 
[Facebook ad]. Meta. https://www.facebook.com/ads/li-
brary/?id=3191409821178481. Archived https://perma.cc/3BR4-
9A4B. 

Palmer, E. (2020, February 5). Asian woman allegedly attacked 
in New York subway station for wearing protective mask. 
Newsweek. https://www.newsweek.com/new-york-sub-
way-attack-coronavirus-woman-mask-1485842

Palmer, J. (2020, January 27). Don’t blame bat soup for 
the coronavirus. Foreign Policy. https://foreignpolicy.
com/2020/01/27/coronavirus-covid19-dont-blame-bat-soup-
for-the-virus/ 

Pamment, J. (2020). The EU Code of Practice on Disinforma-
tion: Briefing note for the new EU Commission. Carnegie En-
dowment for International Peace. Partnership for Countering 
Influence Operations: policy perspectives series #1. https://
carnegieendowment.org/2020/03/03/eu-code-of-practice-
on-disinformation-briefing-note-for-new-european-commis-
sion-pub-81187 

Peatling, S. (2017, February 6). Scott Morrison joins ranks of 
Australian MPs misusing the term ‘fake news’. The Sydney 
Morning Herald. https://www.smh.com.au/politics/federal/
scott-morrison-joins-ranks-of-australian-mps-misusing-the-
term-fake-news-20170206-gu697t.html 

Pekar, J.E., Magee, A., Parker, E., Moshiri, N., Izhikevich, K., 
Havens, J.L., Gangavarapu, K., Serrano, L.M.M., Crits-Chris-
toph, A., Matteson, N.L., Zeller, M., Levy, J.I., Wang, J.C., 
Hughes, S., Lee, J., Park, H., Park, M., Yan, K.C.Z., Lin, R.T.P., 
… Wertheim, J.O. (2022, July 26). The molecular epidemiol-
ogy of multiple zoonotic origins of SARS-CoV-2. Science 
377(6609), 960-966. https://doi.org/10.1126/science.abp8337 



I N F O  D I S O R D E R :  L E S S O N S  F R O M  A U S T R A L I A6 2 6 3

Perera, A. & Vivian, S. (2021, December 8). Katherine, Binjari 
and Rockhole released from COVID lockout as NT records 
two new local cases. ABC News. https://www.abc.net.au/
news/2021-12-08/nt-covid-outbreak-katherine-lockout-ends-
two-new-local-cases/100682092

Petchenik, I. (2015, May 15). Interesting flight tracking patterns 
on Flightradar24. FlightRadar24. https://www.flightradar24.

com/blog/interesting-patterns-on-flightradar24/ 
Phillips, N., Mallapaty, S. & Cyranoski, D. (2020, January 21). 
How quickly does the Wuhan virus spread? Nature. https://
www.nature.com/articles/d41586-020-00146-w

Pilditch, T. D., Roozenbeek, J., Madsen, J. K. & van der 
Linden, S. (2022, August 10). Psychological inoculation can 
reduce susceptibility to misinformation in large rational agent 
networks. Royal Society Open Science, 9(8). https://doi.
org/10.1098/rsos.211953

Priest, J. (2022, February 2). Extreme heat is the “new normal” 
in the ocean. Cosmos Magazine. https://cosmosmagazine.
com/earth/climate/extreme-heat-is-the-new-normal-in-the-
ocean/ 

Read, P. (2019, November 18). Arson, mischief and 
recklessness: 87 per cent of fires are man-made. The Sydney 
Morning Herald. https://www.smh.com.au/national/arson-
mischief-and-recklessness-87-per-cent-of-fires-are-man-
made-20191117-p53bcl.html 

Reality Check team. (2020, November 6). US election 2020: 
Do postal ballots lead to voting fraud? BBC. https://www.
bbc.com/news/world-us-canada-53353404 

Reignite Democracy Australia. [@reignitedemocracyaustra-
lia]. (2022, April 30). IMPORTANT - ACTION NEEDED / Nurs-
ing home residents are getting their postal votes and ru-
mours are that staff might be filling them [Video attached] 
[Telegram post]. Archived https://perma.cc/PE5K-SJMY

Reignite Democracy Australia. (2022a, May 27). Australian 
election body sabotaged independent candidates for 
federal office like me. https://www.reignitedemocracyaus-
tralia.com.au/sabotaged-independant-candidates/. Archived 
https://perma.cc/F6KN-8T3B 

Republic of Singapore. (2019). Protection from Online False-
hoods and Manipulation Act 2019 (No. 18 of 2019). https://
sso.agc.gov.sg/Acts-Supp/18-2019 

RMIT FactLab. (2022, May 20). “Sowing doubt, without 
proof”: One Nation animations exploit boundary between 
satire and disinformation. RMIT FactLab. https://www.rmit.
edu.au/news/factlab/one-nation-satire-disinformation

Robb, A. (2017, November 16). Anatomy of a fake news 
scandal. Rolling Stone. https://www.rollingstone.com/
feature/anatomy-of-a-fake-news-scandal-125877/ 

Rogers, K., Jakes, L. & Swanson, A. (2020, March 18). 
Trump defends using ‘Chinese virus’ label, ignoring grow-
ing criticism. The New York Times. https://www.nytimes.
com/2020/03/18/us/politics/china-virus.html

Ross, D. & Reid, I. (2020, January 6). Bushfires: Firebugs fuelling 
crisis as national arson toll hits 183. The Australian. https://
www.theaustralian.com.au/nation/bushfires-firebugs-fu-
elling-crisis-asarson-arresttollhits183/news-story/52536dc-
9ca9bb87b7c76d36ed1acf53f 

Ryan, H. & Wilson, C. (2020, January 23). As Australia burned, 
climate change denialism got a boost on Facebook. Buzzfeed 
News. https://www.buzzfeed.com/hannahryan/facebook-
australia-bushfires-climate-change-deniers-facebook 

Saroukos, R. (2021, November 25). Statement from residents, 
Wurli-Wurlinjang Aboriginal Health Service reveals Binjari and 
Rockhole community members upset by misinformation. NT 
News. https://www.ntnews.com.au/news/northern-terri-
tory/statement-from-wurliwurlinjang-aboriginal-health-ser-
vice-reveals-binjari-and-rockhole-residents-upset-by-misin-
formation/news-story/1249e7a887eac34afdc4b1d43c001c7e

Schiffrin, A. (2022, August 4). Using AI to combat mis/dis-
information – An evolving story. Tech Policy Press. https://
techpolicy.press/using-ai-to-combat-mis-disinforma-
tion-an-evolving-story/

Seidel, J. (2020, January 29). Mystery lab next to coronavirus 
epicentre. News.com.au. https://www.news.com.au/life-
style/health/health-problems/mystery-lab-next-to-coro-
navirus-epicentre/news-story/3e5a32fe77263fe8ca81b091c-
c8d9c42 

Shane, T. & Noel, P. (2020, September 28). Data deficits: why 
we need to monitor the demand and supply of informa-
tion in real time. First Draft. https://firstdraftnews.org/
long-form-article/data-deficits/

Smartmatic. (2020, November 14) Smartmatic’s response to 
misinformation. https://www.smartmatic.com/media/arti-
cle/smartmatic-s-response-to-misinformation/ 

Smit, M. (2022, February 14). Make your vote count – Don’t 
do postal votes. Reignite Democracy Australia. Archived 
https://perma.cc/4R6G-973G 

Spotify (2022, June 13). Introducing the Spotify Safety 
Advisory Council. https://newsroom.spotify.com/2022-06-
13/introducing-the-spotify-safety-advisory-council/

Staines, C. & Moy, W. (2018, October 2). Tackling 
misinformation in an open society. Full Fact. https://fullfact.
org/blog/2018/oct/tackling-misinformation-open-society/ 

Stilgherrian. (2020, January 6). Twitter bots and trolls 
promote conspiracy theories about Australian bushfires. 
ZDNet. https://www.zdnet.com/article/twitter-bots-
and-trolls-promote-conspiracy-theories-about-australian-
bushfires/ 

Stoker, A. [Senator Amanda Stoker]. (2022, May 15). Don’t 
risk a Labor-Greens alliance…. [Video attached]. [Facebook 
and Instagram ad]. Meta. https://www.facebook.com/ads/
library/?id=1055832798685525. Archived https://perma.
cc/3MHA-KL2R

Tan, K. & AFP Australia. (2022, August 23). TikToker promotes 
climate change denial, water supply hoax. AFP FactCheck. 
https://factcheck.afp.com/doc.afp.com.32GD9HA 

Taylor, J. (2021, September 21). What do we know about the 
protests in Melbourne, and how did the numbers grow? 
The Guardian. https://www.theguardian.com/austra-
lia-news/2021/sep/21/what-do-we-know-about-the-pro-
tests-in-melbourne-and-how-did-the-numbers-grow

The Australian Government the Treasury. (2019). Regulating 
in the digital age. Government response and implementa-
tion roadmap for the Digital Platforms Inquiry. The Treasury.
https://treasury.gov.au/sites/default/files/2019-12/Govern-
ment-Response-p2019-41708.pdf

UNESCO. (2018). Journalism, ‘fake news’ and disinformation: 
a handbook for journalism education and training. https://
en.unesco.org/fightfakenews 

United Kingdom government. (2020). Online harms white 
paper: Full government response to the consultation. 
https://www.gov.uk/government/consultations/online-
harms-white-paper 

United Kingdom government. (2022). Online Safety Bill (121 
2022-23). https://bills.parliament.uk/bills/3137 

United States Congress. (2016). Text - S.3274 - 114th Congress. 
Countering Foreign Propaganda and Disinformation Act 
2016. https://www.congress.gov/bill/114th-congress/house-
bill/5181

University of Alaska Fairbanks. (n.d.) About HAARP. https://
haarp.gi.alaska.edu/ 

UTS Centre for Media Transition. (2020, October 19). 
Discussion paper on an Australian voluntary code of 
practice for disinformation. https://digi.org.au/wp-content/
uploads/2021/02/Discussion-Paper-ACPDM-FINAL-PDF-
Updated-Feb-2021.pdf 

 Vazquez, M. (2020, March 12). Calling COVID-19 the “Wuhan 
Virus” or “China Virus” is inaccurate and xenophobic. Yale 
School of Medicine. https://medicine.yale.edu/news-article/
calling-covid-19-the-wuhan-virus-or-china-virus-is-inaccu-
rate-and-xenophobic/

Wardle, C. (2017, February 16). Fake news. It’s complicated. 
First Draft. https://firstdraftnews.org/articles/fake-news-
complicated/ 

Wardle, C. (2018, December 27). 5 lessons for reporting in an 
age of disinformation. First Draft. https://firstdraftnews.org/
articles/5-lessons-for-reporting-in-an-age-of-disinforma-
tion/



I N F O  D I S O R D E R :  L E S S O N S  F R O M  A U S T R A L I A6 4

Wardle, C. (2019, November 8). Closed groups, messaging 
apps and online ads: The new battlegrounds of 
disinformation. First Draft. https://firstdraftnews.org/
articles/closed-groups-messaging-apps-and-online-ads-the-
new-battlegrounds-of-disinformation/ 

Wardle, C. & Derakhshan, H. (2017). Information disorder: 
toward an interdisciplinary framework for research and 
policy making. Council of Europe. https://rm.coe.int/
information-disorder-toward-an-interdisciplinary-frame-
work-for-researc/168076277c 

Winter, S., Brückner, C. & Krämer N. C. (2015, August 7). 
They came, they liked, they commented: social influence on 
Facebook news channels. Cyberpsychology, Behavior and 
Social Networking, 18(8), 431-436. https://doi.org/10.1089/
cyber.2015.0005 

Workman, M. & Worthington, E. (2022, April 29). AEC warns 
Pauline Hanson’s One Nation over false voter fraud claims in 
cartoon attacking Labor. ABC News. https://www.abc.net.
au/news/2022-04-29/aec-warns-pauline-hanson-one-nation-
over-voter-fraud-video/101026812

World Health Organization. (2020, April 27). Archived: WHO 
Timeline - COVID-19. World Health Organization (WHO). 
https://www.who.int/news/item/27-04-2020-who-timeline-
--covid-19

World Health Organization. (2020a, September 23). 
Managing the COVID-19 infodemic: Promoting healthy 
behaviours and mitigating the harm from misinformation 
and disinformation [Press release]. https://www.who.int/
news/item/23-09-2020-managing-the-covid-19-infodemic-
promoting-healthy-behaviours-and-mitigating-the-harm-
from-misinformation-and-disinformation 

World Health Organization. (2022, June 9). Scientific 
Advisory Group for the Origins of Novel Pathogens (SAGO). 
https://cdn.who.int/media/docs/default-source/scientific-
advisory-group-on-the-origins-of-novel-pathogens/sago-
report-09062022.pdf 

World Health Organization. (2022, August 24). WHO 
Coronavirus (COVID-19) Dashboard. World Health 
Organization (WHO). https://covid19.who.int/

Worobey, M., Levy, J.I., Serrano, L.M., Crits-Christoph, 
A., Pekar, J.E., Goldstein, S.A., Rasmussen, A.L., Kraemer, 
M.U.G., Newman, C., Koopmans, M.P.G., Suchard, M.A., 
Wertheim, J.O., Lemey, P., Robertson, D.L., Garry, R.F., 
Holmes, E.C., Rambaut, A. & Andersen, K.G. (2022, July 26). 
The Huanan Seafood Wholesale Market in Wuhan was the 
early epicenter of the COVID-19 pandemic. Science 377 
(6609), 951-959. https://doi.org/10.1126/science.abp8715 

Wu, C. (2022, June 20). Western politicians politicize 
COVID-19 origins tracing to conceal inability to handle 
pandemic. Xinhua News Agency. http://en.people.cn/
n3/2022/0720/c90000-10125112.html

Zhang, S. (2021, June 11). The unproven lab leak theory, Wuhan 
lab and virus origin: Reporting best practices. First Draft. 
https://firstdraftnews.org/articles/best-practices-for-re-
porting-on-the-wuhan-lab-leak-theory/ 

Zhang, S. & Chan, E. (2020, December 11). It’s crucial to 
understand how misinformation flows through diaspora 
communities. First Draft. https://firstdraftnews.org/articles/
misinfo-chinese-diaspora/

Zhou, N. (2019, December 23). Australian teens turn to 
TikTok to mock PM over Hawaii holiday during fire crisis. The 
Guardian Australia. https://www.theguardian.com/austra-
lia-news/2019/dec/23/australian-teens-turn-to-tiktok-to-
mock-pm-over-hawaii-holiday-during-fire-crisis 

ABOUT THE
CENTRE 

FOR MEDIA 
TRANSITION
The Centre for Media Transition (CMT) 
is an applied research unit based at the 
University of Technology Sydney (UTS).

Launched in 2017, the CMT is an  
interdisciplinary initiative of the Faculty 
of Arts and Social Sciences and the 
Faculty of Law. It sits at the intersection 
of media, journalism, technology, ethics, 
regulation and business. Working with 
industry, academia, government and 
others, the CMT aims to:

• Understand media transition and  
digital disruption, with a view to  
recommending legal reform and  
other measures that promote  
the public interest;

• Assist news media to adapt for  
a digital environment, including by  
identifying potentially sustainable  
business models;

• Develop suitable ethical and 
regulatory frameworks for a fast-
changing digital ecosystem;

• Foster quality journalism, thereby  
enhancing democracy in Australia  
and the region;

• Develop a diverse media 
environment that embraces local/
regional,  
international and transnational  
issues and debate; 

• Combat misinformation and 
protect digital privacy; and

• Articulate contemporary 
formulations of the public interest 
informed by  
established and enduring principles 
such as accountability and the  
public’s right to know.

The CMT’s published works include  
reports on digital defamation, trust in 
news media, the state of regional news 
and news media innovation. Current  
projects include work on industry 
self-regulation, privacy, news verifi-
cation, foreign reporting and press 
freedom. 
 
The CMT has consulted for the 
Australian Competition and Consumer 
Commission and the Australian 
Communications and Media Authority. 
We are also the home of the Asia-
Pacific bureau of First Draft News, which 
combats misinformation.

The Centre regularly hosts public  
events, conferences and forums.  
You can sign up to our regular  
newsletter at go.uts.edu.au/CMT-
eNews-Signup. Details of events and 
the CMT’s work can be found on our 
website at cmt.uts.edu.au




