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Contextuality has been reported to be a resource for quan-
tum computation [1], analogous to non-locality which is a
known resource for quantum communication and cryptogra-
phy [2]. In recent work, Karanjai et al. [3] show that the
presence of contextuality places a lower bound on the mem-
ory required to classically simulate quantum processes. In
particular, they bound the memory cost of simulating Clif-
ford operators. The method to derive lower bound works for
a general family of classical simulations that can be framed
as stochastic evolution in ontological models (hidden vari-
able models): For instance, it generalizes the Gottesman-
Knill [4] and Wigner function simulation methods. However,
the techniques in [3] are limited to quantum processes that
of closed sub-theories, i.e., where products of measurable
quantities are measurable, which are a very limited class of
quantum circuits. Consequently, it excludes processes where
measurements are loyal.

In this work, we generalize this connection to non-closed
circuit families with a broader proof of contextuality, namely,
observable-based proof of contextuality [5]. We show that
the presence of contextuality places new lower bounds on
the memory cost for simulating restricted classes of quan-
tum computation. We apply this result to the simulation
of the restricted model of quantum computation based on
the braiding of Ising anyons known as topological quantum
computation (TQC) model [6]. This model is the �rst known
scheme of magic states distillation [7], a leading paradigm in
fault-tolerant quantum computing. It is also of fundamental
interest in the study of quantum resources that power quan-
tum computation, as it lies at the intersection of two classi-
cally simulable sub-theories: FLO and Cli�ord circuits. For
the TQC model, we prove that the lower bound in the mem-
ory required in a simulation is n log2 n, where n is the num-
ber of fermionic modes. This bound is extended to fermionic
linear optics (FLO), a fermionic analogous of bosonic linear
optics.

Lower bound in the memory cost Since our goal is to
simulate quantum statistics, the ontological model used for
the classical simulation will reproduce the Born rule proba-
bilities of a quantum sub-theory. In the classical simulation
the density matrix is represented by a probability distribu-
tion µρ(λ) over the state space Λ, and the unitary channels
become stochastic maps, ΓU (λ′|λ), while the measurements
become sub-stochastic maps, ΓO(λ′, k|λ). After a measure-
ment the probability distribution µρ(λ) is updated to µρ′(λ′)
with probability Pr(O, k|ρ, λ) =

∑
λ,λ′ ΓO(λ′, k|λ)µρ(λ).

The internal state λ ∈ Λ contains all the information nec-
essary to characterize the statistics of all measurements al-
lowed in the sub-theory. The lower bound in the space com-

plexity is obtained by �nding a lower bound in the size of
the state space Λ required to simulate the sub-theory.

Thus, we de�ne a sub-theory as a set of observables, chan-
nels, and states that one can use in a class of experiments.
In a �xed sub-theory we consider a set of quantum states
S = {ρi} and the set of all observables OS that have at
least one eigenstate in S. We show that if OS is contextual,
then

⋂
s supp(µρi

) = ∅ for any simulation of this sub-theory.
States that are not single-shot distinguishable[3] must be
classically represented by probability distributions that have
intersecting supports, i.e., these states must share at least
one internal state λ. This limits the size of the state space.
By considering the sub-theory de�ned by the set of quantum
states Stotal, we prove that the lower bound for the size of
the state space of this sub-theory is |Λ| ≥ |Stotal|/m where
m is the cardinality of the largest set S ⊂ Stotal that has a
corresponding set of observables OS that are non-contextual.
Therefore, the memory cost of simulating this sub-theory is
lower bounded by logd(|Λ|) ≥ logd(|Stotal|)− logd(m).

Application to the TQC with Ising anyons and FLO
model – In the TQC model with Ising anyons [6], the ini-
tial state can be mapped to other states by the use of unitary
channels also known as braid gates, Uij = exp(−π4mimj),
and measurable observables, Xij = −imimj , with eigenval-
ues ±1, where mi are Majorana operators. Majorana opera-
tors obey the commutation rules mimj +mjmi = 2δijI and
m†
i = mi for any i, j.

We show that the lower bound in the memory cost for
the simulation of Majorana fermions scales in n log2 n in the
number of fermionic modes. We also show that the scaling
is optimal using the classical simulation methods in [4].

Quantum computation with fermionic linear optics (FLO)
can be seen as a generalization of the TQC with Ising anyons,
where the unitaries, called FLO gates, are not restricted to
the π/4 angle [8]. We extend our results and prove that the
lower bound in the memory required in an ε-approximate
simulation of the FLO model is n2 log2( 1

ε ).

Thus, our work establishes a connection between contex-
tuality and memory cost of classically simulating quantum
circuits. We do so for the most minimal scheme of magic
state distillation in a physically motivated setting. We de-
velop new techniques to derive lower bounds in the memory
cost of simulating physical sub-theories and apply them to
fermions for the �rst time.
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