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ABSTRACT

The increasing use of Machine learning systems has given rise to the greater risk of Machine learning discrimination against the most vulnerable of society. Machine learning’s reliance on data and its learning nature makes the permeation of human bias in its decisions almost inevitable. In response to this increased threat, this article outlines the dangers of Machine learning bias and assesses Machine learning induced barriers to the existing Australian anti-discrimination framework. It then compares the individual rights and accountability and oversight approaches to Machine learning regulations. It determines which approach is most appropriate for the Australian context by considering which approach would most effectively address the barriers while balancing the commercial interests of Australia’s Machine learning industry.
I INTRODUCTION

The use of Machine learning (‘ML’) systems has grown exponentially and shows no sign of slowing down. The global ML market is expected to exceed $30 billion USD by 2024;\(^1\) meaning its presence in, and effect on, everyday life will become more prevalent, posing a challenge for regulators to mitigate threats of discrimination. ML is a subset of Artificial Intelligence (‘AI’) and is distinct from other algorithm-based programs due to its learning capability which improves its ability to make predictions.\(^2\)

To do so, ML relies on historical data and data collected from interactions with other systems and humans.\(^3\) However, in most cases, this data is riddled with human biases and the machine’s output will likely reflect these biases.\(^4\) This poses the inevitable threat of discrimination by machine where this bias is left unchecked and the output informs a human’s decision.\(^5\) Internationally, discrimination in ML-informed decisions has been recognised by regulators in the United States (‘US’) and the European Union (‘EU’) who have attempted to mitigate discriminatory impacts. Australia has a much less developed regulatory framework and has yet to address the implications of ML on decision-making processes. Any such regulations created to address ML discrimination must be appropriate for the Australian context, protect vulnerable individuals and future-proof Australia’s ML industry. This article argues that discrimination caused by ML-informed decisions is inadequately addressed in Australia’s existing anti-discrimination framework and provides a suggested approach for redress via ML regulations.

Previous studies of ML regulations conducted by researchers, academics and governments can be grouped into two categories. The first group champions an individual rights approach as a means of creating transparency.\(^6\) The second group focuses on an accountability and oversight approach, which instead imposes restrictions and obligations on those using ML systems.\(^7\) Recently, international scholars have considered how the use of ML interacts with existing legal frameworks. In doing so, they identify barriers to the application and procedural efficacy of laws which are created or exacerbated by ML.\(^8\) While these studies evaluate existing regulations, few have discussed how gaps in existing anti-


\(^4\) Ibid 1426.


discrimination frameworks should be approached. In Australia, the Department of Industry, Science, Energy and Resources published an AI ethics framework in November 2019 containing eight principles which developers are encouraged to adhere to when creating and implementing AI. The Australian Human Rights Commission (‘AHRC’) is currently conducting public consultation with stakeholders to formulate proposed ways of addressing select issues presented by AI, including the discriminatory effects of ML systems. While the recent Australian work acknowledges the dangers of discrimination, it fails to do two things. Firstly, it has not identified the barriers to the existing anti-discrimination framework in Australia. Secondly, it has failed to evaluate how different approaches may vary in effectiveness in Australia, particularly with respect to their success in mitigating discrimination.

This article contributes to the literature in three ways. First, it groups the existing literature into two categories. Although other classifications of the literature may exist, the distinction made in this article hinges on the enforceability of the anti-discrimination framework; thereby providing a necessary consideration for regulators moving forward. Second, it identifies the barriers inhibiting the functionality of the Australian anti-discrimination framework. Third, it assesses the effectiveness of the regulatory approaches in addressing these barriers. This article’s unique classification of existing strategies into the accountability and oversight approach and individual rights approach is an essential addition to the Australian discourse. The classifications appropriately broaden the discussion beyond strictly implementing existing EU or US strategies. By understanding the purpose and outcomes of such regulatory strategies, Australia can map out the effectiveness of each approach. Given Australia’s early stages of regulating ML, designing a purposeful regulatory regime is of critical importance. This article focuses on an Australian application of ML discrimination and algorithmic bias literature. However, the approach it takes to identify barriers to the existing legal framework and evaluate regulatory approaches can be applied similarly around the world or within other areas of Australian law, such as competition and consumer law.

While some of the discussion in this article applies to other AI systems and algorithmic decisions, this article focuses on ML given the significant reliance on data and substantial size of the ML industry, which currently leads all AI funding worldwide.

In Part II, this article will demonstrate how ML bias occurs and the discrimination that ensues. Part III of this article analyses the barriers to justice created where ML participates in decision-making with reference to the existing Australian anti-discrimination framework. These gaps illustrate that applying

---

9 Kleinberg et al (n 5).
14 Columbus (n 1).
the existing anti-discrimination framework to ML reduces its usefulness and is contrary to the objectives of the framework. Part IV evaluates the effectiveness of an individual rights approach compared to an accountability and oversight approach in regulating ML, specifically in light of addressing the ML-induced barriers while promoting the innovation and growth of Australia’s ML industry and capabilities.

II THE DANGERS OF MACHINE LEARNING BIAS AND DISCRIMINATION

ML is a subset of AI and is a ‘set of methods that can automatically detect patterns in data, and then use the uncovered patterns to predict future data, or to perform other kinds of decision making under uncertainty’.

There are three critical aspects of ML to understand in order to appreciate the unique dangers of ML discrimination. Firstly, ML systems are reliant on large amounts of historical data.

By learning from historical data used to train the system, ML will process inputted data in accordance with rules set by a processing algorithm and provide its prediction (the output).

Kleinberg et al provide the example of an ML system used for recruitment. The system predicts applicants’ likely success in the position being recruited by analysing patterns in the performance of existing employees. The machine’s processing algorithm would identify attributes that it considers determinative of an individuals’ success and then process each applicant’s CV against this criteria.

Secondly, ML systems have a learning algorithm which enables them to alter the processing algorithm to reflect their learnings from historical data or human feedback. As a machine processes data, the learning algorithm alters the variables, or weight attached to certain variables, to improve predictions. It is said that this allows ML to increase the accuracy of predictions without necessarily requiring the oversight, recoding or input of humans. In some types of ML, such as reinforcement learning, a feedback loop created by human intervention is what guides the system towards greater accuracy. The feedback loop can be intentionally created by quality checking and providing feedback
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to the system if it is making incorrect predictions. On the other hand, a feedback loop may be unintentionally created if the system is linked to, or can access data from, other systems, social media or the internet. In the case of the recruitment system example, the feedback loop could be created by human interviewers or recruiters noting the outcomes of interviews conducted by humans. The machine will learn from this data by assessing the attributes of the successful candidate and adjusting its processing algorithm to ensure that future predictions reflect any patterns it identifies and thereby considers indicators of success.

Finally, there are three types of ML systems, which all use methods that process and make predictions using the historical data and learning algorithm in different ways. In supervised learning models, systems are provided with labelled datasets which act as training examples, which over time allow the system to identify patterns between the labelled data and any processed data to provide better predictions that align with the training examples. Unsupervised learning models provide historical data to the systems and allow the algorithms to identify the patterns independently. The final type is reinforcement learning which can be used in conjunction with supervised or unsupervised models. It focuses on a feedback loop by way of ‘occasional reward or punishment signals’ which guides the learning of the system. The different types have multiple algorithms which can be used within them, thereby resulting in varying complexities of ML systems.

**A Machine Learning Bias and Discrimination**

ML systems are often viewed as having greater objectivity and reliability than human decision-makers. However, they rely on data that is highly likely to contain human bias which ultimately taints ML’s predictions. ML discrimination occurs when a person relies on the predictions of the bias-riddled ML system to make a discriminatory decision about an individual. Mittelstadt explains that biased decisions are inevitable in algorithmic decision-making, given that bias permeates systems because of ‘pre-existing social values’. These emerge from the institutions or cultures that algorithms develop within, as well as the ‘technical constraints and emergent aspects of a context of use’. Throughout the operation of an ML system, there are thereby three sources of bias; historical data used to train the
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system, the development process of the ML and the feedback loop. Historical data used to train systems will contain the biases of past decisions or actions of humans. A recruitment system used by Amazon embodied this when its predictions favoured male applicants because of the historical data used. Amazon exists in a historically male-dominated industry, and the system inadvertently learned to reflect the biases of past human decision-makers. Secondly, an ML system may contain the biases of its engineers and software developers. Systems will inadvertently learn to emulate the biases of the human taggers and engineers, or may even be confined to operate in a way which inadvertently disadvantages marginalised groups (for example, if the engineers have not considered the impact of the system design on these groups). Finally, for reinforcement models, a positive feedback loop may continue to reinforce biases, thereby further skewing the data. For example, in the recruitment ML system, the system could provide reasonable recommendations in the first round of interviews that specific candidates are suitable for a role. If management proceeds with interviews and ultimately hire a male for the role as opposed to a female (whether or not this decision was the result of their implicit bias), the system may learn that being a male is an indicator of success. Consequently, bias within ML systems can produce discriminatory outcomes for individuals where the ML system learns to make predictions in ways which breach anti-discrimination laws.

B Australia’s Need to Champion Non-Discrimination in Machine Learning Regulations

Recognising the existence of bias in ML and its potential discriminatory outcomes is the first step in ensuring the protection of fundamental human rights while balancing the world’s need for innovative solutions to existing and future problems. The use of ML raises several issues related to harm caused by breaches of privacy and the misuse and illegal use of information; issues which regulators often seek to bundle together with discrimination. However, this Part will demonstrate that extensive consideration of the discriminatory impacts of ML is of paramount importance when regulating ML. By understanding the risks of failing to address ML discrimination, regulators and legal professionals can better appreciate how and why they must champion non-discrimination when drafting general ML regulations, and further consider where discrimination mitigation fits within that framework.

The legal principles surrounding society’s distaste for discrimination stems from the international law principle that ‘all are entitled to equal protection against any discrimination’. It is recognised that
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failing to prohibit discrimination reinforces ‘long-entrenched inequality’ of the most vulnerable of society.\textsuperscript{42} The disadvantages that result from discrimination range from financial adversities to educational and social segregation.\textsuperscript{43} ML systems present many opportunities for improvements to human life, including the opportunity to mitigate discriminatory decisions and address the impacts of discrimination.\textsuperscript{44}

Nonetheless, the need for action against discrimination grows daily with the increasing use of ML across all aspects of life. ML systems are currently used to improve and, in some cases, replace tasks previously performed by humans.\textsuperscript{45} Recently AI systems, including ML, have been used for legal research,\textsuperscript{46} in the development of self-driving cars,\textsuperscript{47} for credit scoring,\textsuperscript{48} for military operations\textsuperscript{49} and for predictive policing.\textsuperscript{50} Two pertinent examples that demonstrate the dangers of ML discrimination are the use of ML during COVID-19 and in human resources. Firstly, several ML-driven solutions have been developed in the past few months in response to problems arising from COVID-19. Since January 2020, the world has seen ML assist in the search for a COVID-19 vaccine,\textsuperscript{51} use security camera footage to assess whether social distancing measures are being adhered to in workplaces\textsuperscript{52} and predict the impact of COVID-19 on smaller cities using publicly available health data.\textsuperscript{53} Despite examples of ML assisting during the pandemic, the use of ML systems is certainly not without danger. Reliance on data from more than 6 million reported cases of COVID-19\textsuperscript{54} could result in the infiltration of biased or incorrect
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data. Failing to appropriately account for the specific context of each reported case (for example, cultural factors contributing to higher infection rates) could also lead to the misuse of this data.

Further, relying on outcomes produced by the system without human oversight could cost lives, especially when using the ML system to answer ethical conundrums. For example, as Italy’s death toll increased, doctors queried whether hospitals would need to refuse care to older patients to manage Italy’s limited medical resources. Deciding to refuse care on the basis of age could be discriminatory in any event. However, an ML system could be used to inform this difficult decision by predicting the likelihood of a patient’s recovery, thereby seemingly impartially addressing the issue. While this may assist in maximising available resources, the ML system could incorrectly identify other protected attributes, such as race, as a necessary contributor to recovery rates. Patients could therefore be refused treatment based on their race but under the guise of the maximisation of resources. On the other hand, if these types of ML systems perform accurately, they could save countless lives.

Additionally, the use of ML in human resources has recently been criticised and cautioned because of Amazon’s ML recruiting tool. The system viewed any CVs that included the word ‘women’, and that listed certain all-women colleges, unfavourably. While Amazon has amended the system to attach neutrality to these terms and variables, given the often unpredictability of the learning path machines may take, this does not guarantee that similar discrimination will not occur in the future. An added danger of discrimination in these circumstances is that candidates may lose autonomy over their expression and representation; needing to stiffly portray themselves in a way which meets the requirements that they believe systems will favour. It is evident why academics argue that the bias in ML systems can shift power to governments, authorities and companies using ML without providing justifications for decisions, create an overall lack of accountability for any decision-maker relying on ML and threaten the rule of law. Some have also grappled with additional questions relating to the differing levels of autonomy and the relevant responsibility that should be apportioned to those using AI, as well as the increasing use of algorithms
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by lawyers and judges.\footnote{Frank Fagan and Saul Levmore, “The Impact of Artificial Intelligence on Rules, Standards, and Judicial Discretion” (2019) 93(1) Southern California Law Review 1; Chris Chambers Goodman, ‘AI/Esq: Impacts of Artificial Intelligence in Lawyer-Client Relationships’ (2019) 72(1) Oklahoma Law Review 149.} Evidently, the legal issues relating to ML discrimination are complex and widespread. Australia needs to regulate before the impacts of unchecked ML discrimination become so detrimental that trust in the technology is lost. When considering potential regulations, Australia must ensure that mitigation of discrimination and accessibility to justice under the current framework is, at a minimum, maintained.

III MACHINE LEARNING INDUCED BARRIERS TO THE AUSTRALIAN ANTI-DISCRIMINATION FRAMEWORK

Australia does not currently have a clear approach to regulating discrimination caused by ML bias. Given that ML systems are not legal entities in Australia, this article considers situations where a human uses ML, and where the human’s decision is subject to the existing anti-discrimination framework. It is noted that when applying the existing framework to ML, many additional questions arise relating to the identification of liability under the framework. While further research is required to assess how to identify liability, this Part considers whether discrimination is detectable when using ML and how the relevant evidence is accessed and interpreted by individuals or courts to prove discrimination.

A The Australian Anti-Discrimination Framework

The Australian anti-discrimination framework consists of statutes at the Commonwealth, State and territory levels, which prohibit discrimination against individuals based on protected attributes.\footnote{Including, but not limited to, race, sex, age, disability, colour, ethnic origin and sexuality.} These statutes are mostly consistent with respect to direct discrimination and the underlying purpose of each act.\footnote{Neil Rees, Dominique Allen and Simon Rice, Australian Anti-Discrimination Law (Federation Press, 2nd ed, 2014) 3.} This framework exists to ensure that discrimination does not go unchecked in areas of public life.\footnote{Ibid.} In order to understand how the regulation of ML interacts with the Australian anti-discrimination framework, this article focuses on direct discrimination as an example. It first explains the elements of direct discrimination, how they might apply to ML and the process of lodging discrimination claims, before considering the impact of ML on the operation of the anti-discrimination framework in section B.
Elements of Direct Discrimination

The anti-discrimination framework prohibits direct discrimination, which is an act involving a distinction, exclusion, restriction or preference based on a protected attribute for the purpose of treating an individual differently to others. There are thereby two elements of direct discrimination; differential treatment and the causation test. Establishing differential treatment requires ‘that there be two situations or sets of circumstances, the actual and the hypothesized, so that it can be determined by a comparison whether treatment in the former is “less favourable” than in the latter’. A complainant is thereby required to identify real or hypothetical comparators to demonstrate that in comparable circumstances, an individual without their protected attribute would have been treated more favourably. In most discrimination cases, this comparator is notional. When using ML, the task of identifying real comparators would not significantly vary, but identifying notional comparators would likely require counterfactuals. Counterfactuals operate by altering variables in the ML system to prove that, had an individual in the same circumstances without the protected attribute been processed by the system, the outcome would have varied.

The question of causation is not a ‘but for’ test, but instead a question of fact as to what the real reason for differential treatment was. The High Court’s most recent interpretation of the test indicates that the motive, purpose and effect of a decision bear on the question of ‘why was the aggrieved person treated as he or she was?’, but they are not substitutes for the statutory expressions of ‘because of’ or ‘reasons for’. Multiple causes of differential treatment do not preclude the unlawfulness of the conduct. In all jurisdictions other than Victoria, Queensland and South Australia, the discriminatory reason does not need to be dominant or significant. Victoria, Queensland and South Australia require that the protected attribute is a ‘substantial reason’ for the discrimination. With respect to ML, a claimant would require proof that the protected attribute or a proxy for the protected attribute was a reason for the decision. Although the court is yet to apply the causation test to ML, the variables affecting the output should be considered as reflecting the ‘real reason’ for differential treatment. Given the varying complexities of ML models, the ML system in question would need to be examined to

---

68 The legislation also provides exceptions to discrimination and prohibit discrimination in certain areas of life which are not discussed in this article.
70 *Boehringer Ingelheim Pty Ltd v Reddrop* [1984] 2 NSWLR 13, 19.
71 Rees, Allen and Rice (n 66) 80.
72 Ibid.
75 Ibid 163 (Gunnamow, Hayne and Heydon JJ).
76 See, eg, *Anti-Discrimination Act 1977* (NSW) s 4A.
77 Rees, Allen and Rice (n 66) 106.
78 Ibid.
determine whether the protected attribute was a variable which influenced the decision. For example, in deep learning neural networks, if the protected attribute was assigned weighting, this could indicate that it had a bearing on the final decision. It would be insufficient to assume that a protected attribute was a reason for a decision merely on the basis that the data related to the protected attribute was presented to the system. When applying this test in Victoria, Queensland and South Australia, a threshold weighting may be required to prove that it was a substantial reason for the decision.

2 Lodging Claims under the Anti-Discrimination Framework and Remedial Action

An individual alleging discrimination must lodge a complaint with their relevant anti-discrimination authority, and in all states besides Victoria, individuals do not have a right to direct access to a court or tribunal. Complaints must be lodged within 12 months of the alleged discriminatory conduct, and complaints must provide a minimum level of content such as the identity of the alleged offender. The authority may accept and investigate the complaint to determine if the conduct was unlawful, and if it is unlawful, the parties may take part in a conciliation process. If a complaint is referred to the administrative tribunal, a tribunal may order a range of remedies; however, the most sought after remedy in litigated cases is compensatory damages.

B Scoping the Barriers to Justice

When ML is used in decision-making, the current anti-discrimination framework falls short of the objectives it sets out to achieve in two ways. Firstly, there is a higher chance of discrimination going undetected because of the veil of objectivity of ML systems. Secondly, ML systems increase the difficulty in proving a complaint relating to unlawful discrimination because of the inaccessibility of evidence and its lack of interpretability.

1 Undetected Discrimination and the Veil of Objectivity

Discrimination cases often rely on circumstantial evidence, making it difficult to establish the elements of the offence on the balance of probabilities. ML decisions complicate this further because of the perceived objectivity of machines. Kleinberg notes that this perception is created by humans viewing machines as technocratic and dispassionate. The sources of bias discussed in Part II mostly permeate the system during the earlier implementation phases, thereby restricting the ability of complainants to
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identify the ‘smoking gun’ evidence of any resulting discrimination.\textsuperscript{89} As a result, discrimination may be invisible to humans,\textsuperscript{90} unless the differential treatment is intuitively apparent to an individual (for example, if an individual is aware that the other candidates for a job position were significantly inexperienced but males). Currently, individuals are not notified of the role of ML in a decision about them in Australia, and as a result of the 12-month timeframe, if an individual does not recognise or report discrimination within this time, no recourse is available. Additionally, an individual may have insufficient information to lodge a claim where they are unable to identify the source of the discrimination and the alleged perpetrator.

Not only does the inability to detect discrimination and the difficulty in lodging a claim affect the individual complainant; it also reinforces systemic discrimination as undetected discrimination perpetuates existing social structures which are adverse to the most vulnerable of society.\textsuperscript{91} If a female or person identifying as a woman applies for a job position and is rejected on the basis of their sex or gender by the ML system (and if they have no reason to suspect discrimination), the system may continue to reject other women for similar positions. Over time, if the developers or managers of the system do not detect and rectify this bias, the machine will continue to shift the demographic and potentially the culture of the company or organisation. As more males are hired, it may become more difficult for females to progress through the company. Similar issues occurring across different industries may perpetuate the existing pay gaps and gendered stereotypes of what success in business ought to embody.\textsuperscript{92} Interestingly, Mittelstadt also considers the disruption of personalisation as a result of the pressure to conform with decisions which are deemed favourable to a machine.\textsuperscript{93} Existing oppressive practices reinforced by ML decision-making threaten the autonomy of vulnerable people, forcing conformity to appease standards set by machines.

2 Proving Discrimination

The limitations ML places on accessing and interpreting relevant evidence of discrimination creates significant barriers in lodging a case and proving discriminatory conduct.

(a) Inaccessibility of Relevant Evidence

In order to effectively establish unlawful discrimination, it is vital that all necessary evidence from the users or developers of ML is accessible. ML evidence is not as readily available as human evidence (ie verbal comments made to an individual) as the disclosure of algorithms is often protected by trade secrets laws, contractual obligations or intellectual property claims.\textsuperscript{94} Bayamlioglu states that there exists a lack of transparency in the processes of algorithms through ‘a culture of confidentiality and
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secrecy promulgated by the businesses, government or other organisations of interest, or in the form of legal claims primarily based on intellectual property rights and in particular trade secrets’. While the reluctance to voluntarily disclose information detailing the processes of the system may be intended to prevent disclosure to their competitors, it makes it incredibly difficult for those discriminated against to obtain sufficient evidence for a complaint to be accepted. In cases where the ML user procures the system from a third-party provider, evidence may even be inaccessible for the accused as a result of third party intellectual property rights. Without voluntary disclosure, complainants would have great difficulty progressing a complaint to the conciliation phase. On appeal to a tribunal or court, the court can compel the disclosure of evidence which an ML user claims contains trade secrets and may choose to order a suppression order to prevent public disclosure of the protected information. Since a complainant is only able to access evidence on appeal to a court, ML evidently frustrates the intended operation of the conciliation process of the anti-discrimination framework.

(b) Interpretability of Evidence

The difficulty of interpreting evidence of discrimination where ML is involved results from the inscrutable nature of ML. However, the extent to which ML systems are inscrutable is disputed by many. On the one hand, it is believed that most ML systems create opacity which results in an inability to apply human intuition to understand the decision made. Shook, Smith and Antonio note that there are instances where ‘even the creators may not understand how decisions are being made’, which results in ML systems being compared to ‘black boxes’. Inscrutability is contended to distinguish ML decision-making from human decision-making as a result of the inability to question the decision-maker under legal and compliance frameworks; thereby limiting the opportunities to understand how the decision was made. In contrast, others suggest that human-decision makers can also be ‘black boxes’ meaning that inscrutability is not unique to automated decision-making. This argument, however, is often accompanied by the view that opportunities exist to ‘regulate the data in ways that one cannot do for human decision-makers’. Kleinberg further argues that, in some cases, humans, unlike ML systems, cannot ‘easily simulate counterfactuals’, making ML decisions easier to interrogate. Lehr and Ohm provide a balanced middle ground argument, noting that there are versions of explanations that can be made available, but that these explanations vary in usefulness and are
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specific to the individual ML system used. This approach is the most comprehensive as it acknowledges the varying complexity of ML methods and processes, a mindset that is critical when considering the impact of ML systems holistically. Taking the Lehr and Ohm approach, the inscrutability of ML systems must be considered as existing on a spectrum of interpretability, with each systems’ place being informed by its complexity. Two issues arise as a result of the interpretability of ML. Firstly, given the inconsistency of interpretability across different ML systems, understanding and interpreting which data is relevant to identifying discrimination is difficult for complainants. Secondly, in many cases, the evidence available requires specialised knowledge, thereby increasing the burden of pursuing a discrimination claim.

(i) Application of the Law

Inscrutability creates a significant hurdle to interpreting meaning from ML data. It is challenging to provide meaningful explanations of how the system works as the complete disclosure of the source code and processes is not always feasible. Arguably, ML systems present a greater opportunity for complainants to identify discrimination in comparison to cases involving only human decision-makers. As Kirby J noted, the motivations of humans are complex and ‘much discrimination occurs unconsciously, thoughtlessly or ignorantly’. However, ML does not provide the requisite information to conclusively state that a particular decision made by the system relied on a protected attribute. In some cases, the algorithm used in the ML system may be less complicated and have fewer variables, meaning that it is easier for users to map out its operation to individuals. In other cases (for example, where deep learning is used), the algorithm may become unexplainable even to its developers and the weight given to certain variables may not be as easy to identify. The learning nature of ML also complicates the process of simulating counterfactuals. As the ML system learns, the algorithm processing the data is altered over time. If a comprehensive version control system is not maintained, the task of facilitating counterfactuals at a later date becomes nearly impossible. Consequently, while a complainant may have access to the inputted historical data or outputs of the ML system, in many cases, this offers little insight into the weight given to the variables affecting the decision.

The second element; causation; is more difficult to establish given the uncertainty as to what information is required from an ML system to satisfy the test. To establish causation, a complainant requires access to the inner workings of the system to examine the variables, or in some cases, the weighting attached to a variable relating to a protected attribute. Shook, Smith and Antonio note that

106 Lehr and Ohm (n 23) 692.
107 Kleinberg et al (n 5) 40.
110 Shook, Smith and Antonio (n 45) 446.
111 Kleinberg et al (n 5) 20; Yanisky-Ravid and Hallisey (n 8) 450.
112 Shook, Smith and Antonio (n 45) 446.
ML systems often do not create logs or have capabilities to produce reports to explain their processes. Bayamlioglu further argues that the full disclosure of ML models is not ‘legally possible or technically or economically feasible’ as a result of the complexity of these data-centric systems. Therefore, it could be difficult for a court and complainants to determine whether the mere existence of the protected attribute in the data or neural network is sufficient to establish causation, especially as there are likely multiple variables affecting the decision. Proxies may also be the reason for discrimination; for example, postcodes can be used as a proxy for low-socioeconomic status or ethnic backgrounds. However, these are more difficult to identify and consequently overlooked when interrogating the reasons for discrimination.

As a result, it will be unclear to complainants what evidence would sufficiently satisfy the elements of direct discrimination when lodging their claim or contesting a decision of the anti-discrimination authority. Due to complainants not having a right to legal representation during the complaints process, a complaint declined by the authority would unlikely be contested if the complainant is unable to assess any available evidence and determine if an appeal is worth pursuing, particularly given the legal costs of an appeal and the potentially minimal compensation awarded.

(ii) Requirement of Specialised Knowledge

If the relevant evidence is not available by way of a non-technical explanation, the complainant requires specialised knowledge of the ML system to interpret and present the evidence to the relevant authority. The inability to comprehend the decision-making process, in addition to the limited access to information, contributes to reduced transparency and trust in ML systems. Experts with specialised knowledge would need to act as expert witnesses, however; sometimes, this knowledge may still be insufficient. The learning nature of ML and its ability to develop beyond a point where its creator can understand its processes means that specialised knowledge may still limit the interpretability of the evidence. Given that the onus is on the complainant to prove discrimination, the burden of obtaining expert evidence may ultimately discourage individuals from voicing their adverse treatment by pursuing a complaint.
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IV EVALUATING THE APPROACHES TO MACHINE LEARNING REGULATION

The barriers identified above reduce the effectiveness of the Australian anti-discrimination framework by making cases of discrimination more difficult to detect and reprimand. As Australia is in its early stages of ML and AI regulating, a strong foundation must be created by approaching ML regulation in a purposeful manner. As Gaon and Stedman note, sweeping laws are not appropriate for regulating AI given how rapidly technology can develop and change.124 The AHRC has proposed recommendations which mirror aspects of international regulatory approaches to ML and AI.125 However, the AHRC’s proposals reflect a scattershot approach; combining the creation of individual rights with proposals for an oversight regime. This approach ultimately fails to appreciate the difference in the effectiveness of these distinct approaches and to explicitly consider how each approach would address ML discrimination. This article addresses this gap by creating a classification of the two main approaches to ML and AI regulation and assesses the effectiveness of the approaches with respect to how sufficiently they bridge the barriers identified in this article.

Accordingly, this Part will consider whether it would be more effective for ML regulations to bridge the barriers by: (i) empowering individuals with rights to contest, and access information from, ML-informed decisions; or (ii) creating a regulator responsible for overseeing ML and identifying, reporting and penalising discriminatory outcomes. The best approach is that which most effectively addresses the barriers to the anti-discrimination framework, is appropriate in the context of the existing legal system and is considerate towards the future of the Australian ML industry, irrespective of changes to the anti-discrimination framework. It is not suggested that these approaches cannot be used together, nor that they are not interrelated, or that they are the only approaches available. Instead, it considers existing approaches to regulation already being contemplated in Australia in a manner which does not preclude the introduction of new techniques or research methods which may result in new methods of regulating ML discrimination which have yet to be implemented. While this article focuses on discrimination, this evaluation should be performed across any existing legal frameworks which are rendered less effective as a result of ML.

A Individual Rights versus Accountability and Oversight

The primary purpose of an individual rights approach is to empower individuals to contest ML-informed decisions to which they are subjected. An Australian individual rights approach would likely consist of a ‘right to explanation’ constructed through rights to access information from users of ML.126 The AHRC proposes that an individual should be able to ‘demand: (a) a non-technical explanation of the

125 Sophie Farthing et al (n 12) 189-192.
126 Sophie Farthing et al (n 12) 190.
AI-informed decision, which would be comprehensible by a lay person, and (b) a technical explanation of the AI-informed decision that can be assessed and validated by a person with relevant technical expertise.127 Where a system is unable to generate ‘reasonable explanations’, the AHRC proposes that those machines are not deployed ‘where decisions could infringe the human rights of individuals’.

This approach could also consist of rights for individuals to challenge ML-informed decisions and request human oversight. These proposals mirror similar rights created under the European Union’s General Data Protection Regulation (the ‘GDPR’).129 Article 22 provides a right to not ‘be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her’.130 There are, however, exceptions to this right; including where a data controller implements measures to safeguard the individual’s rights, freedoms and legitimate interests or where consent is obtained.131 The GDPR’s right to explanation has been critiqued for the impediments created by trade secrets protections,132 the limited remedies available to individuals discriminated against and its failed uniformity across the Member States of the EU.133

On the other hand, an accountability and oversight approach focuses on enforcing the law via regulations and obligations imposed on ML users. It is distinct from an individual rights approach as it seeks to enforce the law through accountability to the government, as opposed to accountability to an individual. It places greater emphasis on ongoing compliance and uses penalties as a punitive measure to prevent non-compliance. An accountability and oversight regime in Australia would likely require ML users to remain accountable to a central oversight body. Commonly proposed accountability and oversight measures include mandatory audits and reports,134 impact statements135 or compliance with design and industry standards prescribed by the oversight body.136 The oversight body can also broaden the ambit of enforceability through mandating standards for developers or suppliers of ML. The accountability and oversight approach has been heavily advocated by US researchers and academics, with an FDA-like regulator proposed to maintain oversight of AI and ML.137 A lighter touch ‘policy-first’ approach has been proposed in Canada, with governance and accountability as the central focus.138 Certain articles of the GDPR, such as the required data controller risk reports, data protection impact
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assessments and voluntary certifications;\textsuperscript{139} while not necessarily specific to automated decision-making, are also reminiscent of the mechanics of an accountability and oversight approach.

\textbf{B Which Approach Would Most Effectively Address the Barriers?}

In order to ensure that the Australian anti-discrimination framework maintains its current effectiveness and continues to meet its objectives, Australia must focus on an approach to regulation which addresses the barriers identified in Part III.

1 \textit{Undetectability}

An effective regulatory approach needs to enable the identification of differential treatment and the reasons for that treatment. An individual rights approach could address the undetectability of ML discrimination if the government invests in educating the public on how and when they can exercise these rights.\textsuperscript{140} It is argued that providing individuals with a right to an explanation allows them to identify the misuse of their information.\textsuperscript{141} However, an inherent issue with an individual rights approach is that it requires individuals to exercise their rights actively. Given ML’s somewhat covert operation and the reduced presence of human intuition to voice concerns, the active exercise of rights could be difficult to achieve without creating public paranoia or requiring mandatory notification of ML’s involvement in a decision-making process. Further, even where an individual did exercise these rights, the information disclosed may not provide information relating to comparators and may not allow an untrained eye to identify the reasons for discrimination.\textsuperscript{142} ML is also unique to other information already required to be disclosed under Australian law. Unlike privacy statements which must be provided to individuals by companies subject to privacy laws,\textsuperscript{143} ML users would need to provide individualised non-technical and technical explanations; which is comparatively a more burdensome than the AHRC’s proposed rights. Further, notifications requiring users to explain the purpose of, or types of data processed by, the ML system could inadvertently portray the system as objective.\textsuperscript{144} Therefore, these notifications fail to address the lack of human intuition which would ordinarily detect discrimination. Without such intuition, discrimination in ML may continue to go undetected and impact the lives of numerous individuals.

Conversely, accountability measures can provide transparency of the processes of the system and the outputs to an oversight body,\textsuperscript{145} thereby rendering an accountability and oversight approach more
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effective in detecting and mitigating discrimination. Auditing would be particularly useful as a part of the accountability and oversight approach because it can create consistent oversight of decisions informed by ML. ML systems can also be audited for their compliance with social values, thereby identifying discrimination or potential risks of discrimination within systems and providing ML users with the opportunity to rectify non-compliance.

Although audits have proven to be effective at identifying discrimination, the frequency and scope of audits could impact the effectiveness of this strategy in Australia. To sufficiently detect discrimination, audits would need to be conducted during the system’s implementation and periodically or continuously post-deployment. The latter is essential to ensuring that complaints can be lodged within the 12 months required by the anti-discrimination framework. A benefit of auditing and similar accountability measures is that they provide flexibility and can be tailored depending on the type of ML system used and the risk of discrimination posed by the individual system. For example, for simpler systems, auditing may not be considered necessary where the ML will not make a significant decision about a person. Further, if auditing is considered necessary, periodic auditing can be used for less complex systems given the practicality of maintaining version control. This would also alleviate the financial burden of continuous auditing for these simpler systems. For more complex systems, continuous auditing could ensure that appropriate records are maintained, data for counterfactuals is available, and discrimination is quickly identified. However, the time and financial burdens associated with continuous auditing may act as a disincentive to the use of more complex systems, thereby reducing the availability of more advanced, accurate and useful ML systems.

Despite this, mandatory auditing could importantly result in increased public trust in ML. With the growing emphasis on the corporate social responsibility of companies and the increasing role of ML in health systems, as seen in its role during the COVID-19 pandemic, greater public trust in ML is imperative. Increasing trust is the most beneficial way to regulate from an economic welfare approach, as the economic benefits of consumer trust will offset the cost of auditing and the cost of training ML sufficiently. Failure to take this approach could result in the slowing of the ML industry.

---
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and developments,157 thereby causing Australia to fall behind the international competition. It is, however, noted that the public trust created by an accountability and oversight approach might not apply where government organisations are using ML systems.158 This is particularly an issue in Australia given the recent misuse of technology by the government.159 However, governments already have the means to facilitate auditing of technology,160 and doing so transparently and independently could repair existing mistrust. As audit non-compliance is ordinarily penalised, this can work to incentivise the industry to maintain rigorous oversight of their systems past the implementation stage.161 There are some issues with auditing measures such as the possible gaming of periodic reviews and the cost of continuous auditing,162 however, these issues can be addressed through the collaboration of industry and the oversight body to better understand the limitations of the technology. Further, to address any mistrust of government uses of ML, the AHRC could be heavily involved in shaping auditing requirements and providing their human rights expertise where necessary (ie to inform the social standards for which systems are audited).

2 Inaccessibility of Relevant Evidence

The most effective approach to addressing the accessibility barrier will not only ensure greater accessibility to evidence, but also ensure that this evidence is accessible from any relevant parties (whether that be the user, developer or provider of ML). Where an individual suspects discrimination, an individual rights approach would allow them to request direct access to the information. However, individuals must be granted access to the relevant evidence required to lodge and prove a complaint. Similar access rights are not foreign to Australia, particularly when it concerns government decision-making.163 However, extending explanation and access rights to companies using ML systems would be more complicated and likely viewed unfavourably by the ML industry considering that greater access increases the risk of competitors reverse-engineering their systems.164 Access rights may also be redundant if the right conflicts with intellectual property or trade secret laws which ultimately prevent access.165 Further, the effectiveness of the right to explanation under the GDPR is contingent on a series of rights afforded to individuals relating to data protection and privacy.166 Australia’s privacy laws create obligations relating to privacy and penalise companies failing compliance.167
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individuals to actively exercise rights would be inconsistent with the existing privacy framework and could result in misunderstandings of how these rights interact or conflict with existing obligations.

In contrast, an accountability and oversight approach is unlikely to broaden accessibility to complainants. However, it could instead allow greater access for the relevant discrimination authority, courts and the oversight body. The oversight body could penalise those in breach of discrimination laws which could deter discrimination. Punitive action could result in developers and users giving greater consideration to potential ML discrimination when designing and deploying systems. However, to ensure individuals can access remedies afforded in an anti-discrimination case, any suspected contravention of the anti-discrimination framework would need to be reported to the discrimination authority, and a complaint must be lodged on the individual’s behalf. This approach presents the opportunity to address the accessibility barrier while also implementing measures to reduce the presence of discriminatory outcomes. While it may not necessarily increase accessibility for individuals, it is essential to consider the purpose of the anti-discrimination laws. On the one hand, it provides individuals with the ability to access remedies where they have been discriminated against; however, its primary purpose is to reduce and mitigate discrimination. As Cofone argues, prevention of harms of discrimination is more valuable than remedying them. While individuals may have less involvement in this process under the accountability and oversight approach which some believe reduces individual autonomy, it is still the more effective way to reduce and reprimand discrimination in Australia by increasing the accessibility of evidence by the court and discrimination authorities.

Additionally, a practical approach would need to identify from whom information can be accessed. If access or auditing is restricted to the party using the system for a decision, information may be inaccessible given the contractual obligations between the party and its ML supplier. The likely exceptions to an access right (ie where disclosure would be inconsistent with trade secret laws) would likely not cater to these circumstances. For auditing or mandatory disclosures, on the other hand, parties could opt to contractually agree to permit disclosure of their source code where required by law or regulators. While auditing would allow a broader scope of accessibility, requiring all procurers and suppliers of ML systems to audit could deter the use of ML systems because of the associated financial burden. Deterrence from using ML systems could reduce competition, causing a monopoly of the ML market by larger companies with the necessary resources to audit. This is primarily because the audit costs could outweigh the opportunity costs of developing ML for smaller businesses or start-up ventures. Nonetheless, an accountability and oversight approach vests power in an oversight body to amend and extend auditing requirements to ensure wide-reaching enforceability of ML regulations. An oversight body could require differing levels of auditing or standards compliance for the various types
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of ML. These auditing requirements could depend on the complexity of the system and the risk assessment of the impact of a system’s decisions.\footnote{Goodman (n 134) 506.} Even where not all users in the supply chain are regulated via mandatory auditing, creating a clear compliance framework will ensure all members of the chain are held accountable (for example, by prescribing mandatory standards for engineers of ML).\footnote{Gaon and Stedman (n 124) 1160. See also KPMG Australia, Human Rights and Technology in 2020 and Beyond (Submission, March 2020) 5.} Ultimately, assigning the responsibility to review and account for ML discrimination to users and developers, rather than individuals, can foster an industry culture of transparency and socially responsible uses of technology.\footnote{Michael Guihot, Anne F Matthew and Nicolas P Suzor, ‘Nudging Robots: Innovative Solutions to Regulate Artificial Intelligence’ (2017) 20(2) Vanderbilt Journal of Entertainment & Technology Law 385, 446.}

3 \textit{Interpretability of Evidence}

Closing the gap of technological illiteracy is a costly task, and even the most comprehensive public education campaign may not provide the specialised knowledge required to interpret ML.\footnote{Cofone (n 3) 1439.} Individual rights would, therefore, be ineffective in addressing this issue. Further, diluting explanations of ML’s processes to allow for easier interpretation can compromise the performance of the system.\footnote{Castets-Renard (n 13) 61.} On the other hand, an accountability and oversight approach could bring together the knowledge of industry experts and well-trained officials. This knowledge could ensure that the oversight body can assist or provide guidance where state or territory authorities are unable to interpret data relating to an anti-discrimination complaint. Having an oversight body equipped with specialised knowledge will also ensure that future developments in the law are well-informed.\footnote{See Gaon and Stedman (n 124) 1164.}

With respect to the application of the law, individual rights would only be sufficient at addressing barriers to establishing differential treatment if they entail broad access rights. As discussed, individuals would require access to data which allows them to facilitate counterfactuals or be privy to the outcomes produced by the system for other individuals. Providing such access to the latter could render users of the systems in breach of privacy obligations owed to other individuals. It would also not be appropriate in all circumstances, for example, where the consent of the other individuals is required or where disclosure would be prejudicial to others. Alternatively, an accountability and oversight approach could ensure that a central body has the necessary expertise to examine and facilitate counterfactuals. Some scholars argue that understanding the purpose and the ‘normativity embedded in their behaviour/action’ can provide equally useful understandings of the functioning of the system.\footnote{Bayamlioglu (n 22) 434.} Even in the case where lesser information is considered to be necessary to interpret the system, an audit body could ensure that the minimum amount necessary to run such counterfactuals is provided.
As discussed in Part III(B), access to the variables and understanding how they have been processed would be most useful when attempting to establish causation. Individual rights may provide access to information, but where that information is uninterpretable, it is of little use to complainants. The information provided would need to be ‘sufficiently comprehensive’ for individuals to understand why a decision was made. High-level explanations may provide individuals with a superficial understanding of how the machine works, but would not necessarily allow them to identify the relevant variables and obtain the necessary evidence. It would also be difficult for individuals to identify which information has been used as a proxy for their protected attribute. Bayamlioglu states that clear requirements outlining what information must be interpretable or produced by the system need to be provided to system users from the date of development. An oversight body could prescribe such requirements; however, if the information is inscrutable even to developers, it may not be useful at all. Further, eliminating variables or simplifying systems to maximise explainability would result in the loss of essential and relevant information that is critical for improving future predictions. Mandatory requirements could ensure mitigation measures identify, consider or address proxy variables, without eliminating them. This could potentially deter the use of more complex systems which may be more appropriate for the intended purpose or function of the ML system. From a commercial perspective, compliance with such requirements could be costly, poorly understood by developers and result in them falling behind the international competition.

Nonetheless, an accountability and oversight approach would be more effective than the ‘meaningless transparency’ which would be created through individual rights. It would allow greater flexibility for collaboration between industry experts and the oversight body to develop ways to produce interpretable information. As Castets-Renard explains, regulations should place greater focus on the creation of better systems and the empowerment of agencies to review systems for bias, rather than merely attempting to challenge ML decisions on an individual by individual basis. Oversight processes can also shape how existing laws are amended by informing legislators of what information is interpretable and meaningful. As the application of the causation test to ML systems develops to address issues of identification of liability and the application of the test to machines, the newfound knowledge of the oversight body can shape ‘which features should be considered’ in determining how decisions are to be made. As a result, an accountability and oversight focused approach means that the industry can continue to use ML systems to their fullest potential without limiting their use of ML, while also championing human rights. Overall, accountability regimes would reduce the issue of
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undetectability, provide greater access to relevant information required to establish a discrimination claim and encourage the creation of fair and equitable machines.

V CONCLUSION

This article has considered how the increasing presence of ML in everyday life threatens to increase undetected and unchecked discrimination. Through classifying the literature and international approaches into two categories; those which promote individual rights and those which advocate for an accountability and oversight approach; it has evaluated which of these approaches is most appropriate for the Australian context. These early stages of the law’s development provide a notable opportunity for policymakers to create regulations which champion existing protections of individual human rights while also future-proofing the ML industry. While human rights may not be the only area of concern, it is one of critical importance. Breaches of human rights by machines pose threats to the autonomy of humans and can have detrimental impacts on the most vulnerable groups of society.\(^\text{188}\) Academics, industry and the government must work together to conduct similar detailed enquiries into the impacts of ML on other existing legal frameworks. The risk of grouping issues together is that it does not allow for thorough consideration of the impacts of ML on existing legal frameworks. This article has concluded that with respect to discrimination in Australia, an accountability and oversight approach would most appropriately address the ML barriers while still fostering innovation in Australia’s growing ML sector.

\(^{188}\) Ibid 445.
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